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Summary

The renormalisation of noncommutative quantum field theories was an open problem for
a long time due to the mixing of ultraviolet and infrared divergences. In this Habilitation
thesis, I prove that the real φ4-model on the four-dimensional Euclidean Moyal plane is
renormalisable to all orders in perturbation theory. It turns out that—compared with the
commutative case—the bare action of relevant and marginal couplings contains necessarily
an additional term: an harmonic oscillator potential for the free scalar field action. This
entails a modified dispersion relation for the free theory, which becomes important at
large distances (UV/IR-entanglement).

First, I represent the φ4-action in the harmonic oscillator base of the Moyal plane,
where the action describes a matrix model the kinetic term of which is neither constant nor
diagonal. I derive a closed formula for the resulting propagator, using Meixner polynomials
in an essential way.

Then, I develop the renormalisation group approach for dynamical matrix models,
the core of which is a flow equation for the effective action. The renormalisation proof is
now reduced to the verification that the flow equation—a non-linear first-order differential
equation—admits a regular solution which depends on finitely many initial data. In the
perturbative regime, the flow equation is solved by ribbon graphs drawn on Riemann
surfaces. I prove a general power-counting theorem which relates the power-counting
behaviour of ribbon graphs to their topology and to two scaling dimensions of the cut-off
propagator.

For the model under consideration, I determine these scaling dimensions by numerical
methods. As a result, only planar graphs with two or four external legs can be relevant
or marginal. These graphs are labelled by an infinite number of matrix indices. I prove
the existence of a discrete Taylor expansion, which decomposes the (infinite number of)
planar two- and four-leg graphs into a linear combination of four relevant or marginal
base functions and an irrelevant remainder. These four universal base functions have
the same index dependence as the original action in matrix formulation, which implies
the renormalisability of the model. Moreover, I prove that the effective action converges
quadratically in the inverse scale of the bare interactions.

Additionally, I compute the one-loop β-functions of the four-dimensional noncom-
mutative φ4-model with oscillator term. The β-function for the coupling constant is
non-negative and vanishes for those frequency of the oscillator potential where the action
is invariant under a duality transformation which exchanges positions and momenta.

Finally, I prove that φ4-theory on the two-dimensional Moyal plane is super-
renormalisable, where the one-loop planar two-leg graph is the only one which is marginal.
The proof requires again an oscillator potential which, however, can be switched off at
the end by adjusting it to the inverse logarithm of the scale of the bare interactions.
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Zusammenfassung

Die Renormierung nichtkommutativer Quantenfeldtheorien war wegen der Mischung von
Ultraviolett- und Infrarotdivergenzen über lange Zeit ein offenes Problem. In dieser Habili-
tationsschrift beweise ich, daß das reelle φ4-Modell auf der vierdimensionalen Euklidischen
Moyal-Ebene zu allen Ordnungen der Störungstheorie renormierbar ist. Es stellt sich her-
aus, daß—verglichen mit dem kommutativen Fall—die nackte Wirkung der relevanten und
marginalen Kopplungen einen Zusatzterm besitzt, welcher durch ein Oszillatorpotential
für die Wirkung des freien Feldes beschrieben wird. Dieses führt zu modifizierten Dis-
persionsrelationen für die freie Theorie, welche bei großen Abständen bedeutsam werden
(UV/IR-Mischung).

Zunächst stelle ich die φ4-Wirkung in der harmonischen Oszillatorbasis der Moyal-
Ebene dar. In dieser Basis beschreibt die Wirkung ein Matrixmodell, dessen kinetischer
Teil weder diagonal noch konstant ist. Ich leite eine geschlossene Formel für den resultie-
renden Propagator her, wobei Meixner-Polynome eine wesentliche Rolle spielen.

Danach entwickle ich den Renormierungsgruppenzugang für dynamische Matrixmo-
delle, dessen Kernstück eine Flußgleichung für die effektive Wirkung ist. Der Renormie-
rungsbeweis reduziert sich nun auf die Überprüfung, daß die Flußgleichung—eine nicht-
lineare Differentialgleichung erster Ordnung—eine reguläre Lösung besitzt, die nur von
endlich vielen Anfangsdaten abhängt. Die störungstheoretische Lösung der Flußgleichung
ist durch Bandgraphen gegeben, welche auf einer Riemannschen Fläche dargestellt werden.
Ich beweise ein Theorem, welches das allgemeine Potenzabzählverhalten eines Bandgra-
phen zu dessen Topologie und zu zwei Skalendimensionen des abgeschnittenen Propagators
in Verbindung setzt.

Für das betrachtete Modell bestimme ich die Skalendimensionen mittels numerischer
Methoden. Es stellt sich im Ergebnis heraus, daß die planaren Graphen mit zwei oder vier
äußeren Beinen die einzigen sind, welche relevant oder marginal sind. Diese Graphen sind
durch unendlich viele Matrixindizes charakterisiert. Ich beweise die Existenz einer diskre-
ten Taylor-Entwicklung, welche diese (unendlich vielen) planaren Graphen mit zwei oder
vier äußeren Beinen in eine Linearkombination von vier relevanten oder marginalen Basis-
funktionen sowie einen irrelevanten Rest zerlegt. Diese vier universellen Basisfunktionen
haben dieselbe Indexabhängigkeit wie die Ausgangswirkung in der Matrixformulierung,
woraus schließlich die Renormierbarkeit des Modells folgt. Weiters beweise ich, daß die
effektive Wirkung quadratisch in der inversen Skala der nackten Wechselwirkungen kon-
vergiert.

Zusätzlich berechne ich in Einschleifennäherung die β-Funktionen des nichtkommuta-
tiven φ4-Modells mit Oszillatorterm. Die β-Funktion der Kopplungskonstante ist nicht-
negativ und verschwindet für jene Frequenz des Oszillatorpotentials, für die die Wirkung
invariant unter einer Dualitätstransformation zwischen Orten und Impulsen wird.

Schließlich beweise ich, daß die nichtkommutative φ4-Theorie in zwei Dimensionen
superrenormierbar ist, wobei der planare Einschleifengraph mit zwei äußeren Beinen der
einzige marginale Graph ist. Der Beweis erfordert wieder ein Oszillatorpotential, welches
am Ende jedoch ausgeschaltet werden kann, indem man es proportional zum inversen
Logarithmus der Skala der nackten Wirkung ansetzt.
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Andrzej Sitarz and Eberhard Zeidler.

Finally, I am much obliged to my wife Patricia Schöninger for her understanding and
for giving me the time for research. This includes the evenings when I continued to work
at home and, in particular, the weeks alone with our daughters when I was travelling to
Vienna or to other places. And many thanks to Aline and Amélie for providing a balance
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1

1 Introduction

1.1 Motivation

Half a century of high energy physics has drawn the following picture of the microscopic
world: There are matter fields and carriers of interactions between them. Four different
types of interactions are known: electromagnetic, weak and strong interactions as well as
gravity. The traditional mathematical language to describe these structures of physics
is that of fibre bundles (see e.g. [Nak90]). The base manifold M of these bundles is a
four-dimensional metric space with line element ds2 = gµν(x) dx

µdxν . Matter fields ψ are
sections of a vector bundle over M . The carriers of electromagnetic, weak and strong
interactions are described by connection one-forms A of U(1), SU(2) and SU(3) principal
fibre bundles, respectively. Gravity is the determination of the metric g by the one-forms
A and sections ψ, and vice-versa.

The dynamics of (A,ψ, g) is governed by an action functional S[A,ψ, g], which yields
the equations of motions when varied with respect to A,ψ, g. The complete action func-
tional for the phenomenologically most successful model, the standard model of particle
physics, consists of numerous individual pieces when expressed in terms of (A,ψ, g).

Next, there is a clever calculus, called quantum field theory , which as the input takes
the action functional S and as the output returns numbers. There is another (much
more expensive) source of numbers: experiments. There is a remarkable agreement1

of up to 10−11 between corresponding numbers calculated by quantum field theory and
those coming from experiment. This tells us two things: The action functional (here: of
the standard model) is very well chosen and, in particular, quantum field theory is an
extraordinarily successful calculus.

However, this can only be an approximation: Taking gravity (i.e. the dynamics of the
space-time manifold) into account, quantum field theory is ill-defined. To see this, let
us recall how we measure technically the geometry of space-time. The building blocks
of a manifold are the points labelled by coordinates {xµ} in a given chart. Points enter
quantum field theory via the sections ψ(x) and A(x), i.e. the values of the fields at the
point labelled by {xµ}. This observation provides a way to “visualise” the points: We
have to prepare a distribution of matter which is sharply localised about {xµ}. For a
perfect visualisation we need a δ-distribution of the matter field. This is physically not
possible, but one would think that a δ-distribution could be arbitrarily well approximated.
However, that is not the case, there are limits of localisability long before the δ-distribution
is reached [DFR95].

Let us assume that there is a distribution of matter which is supposed to have two sep-
arated peaks within a space-time region R of diameter d. How do we test this conjecture?
We perform a scattering experiment in the hope to find interferences which tell us about
the internal structure in the region R. We clearly need test particles of de Broglie wave
length λ = ~c

E
. d, otherwise we observe a single peak even if there is a double peak. For

λ → 0 the gravitational field of the test particles becomes important. The gravitational

1There are of course experimental data which so far could not be derived from first principles, such
as the energy spectrum of hadrons.



2 1 INTRODUCTION

field created by an energy E can be measured in terms of the Schwarzschild radius

rs =
2GE

c4
=

2G~
λc3

& 2G~
dc3

, (1.1)

where G is Newton’s constant. If the Schwarzschild radius rs becomes larger than the
radius d

2
, the inner structure of the region R can no longer be resolved (it is behind the

horizon). Consequently, we have to require d
2
≥ rs, which implies the condition

d

2
& `P :=

√
G~
c3

. (1.2)

Hence, the Planck length `P is the fundamental length scale below of which length meas-
urements become operational meaningless [DFR95]. Space-time cannot be a manifold.

What does this mean for quantum field theory? It means that we cannot trust tra-
ditional quantum field theories like the (quantum) standard model because they rely on
non-existing information about the short-distance structure of physics which is implicitly
used in the loop calculations.

There exist a few proposals about how to replace the space-time manifold, notably
string theory and quantum gravity. For deep background information I refer to Rovelli’s
beautiful dialogue [Rov03]. I refrain from further commenting these two religions, because
the subject of this Habilitation thesis is a third one.

We know from quantum mechanics that any measurement uncertainty (enforced by
principles of Nature and not due to lack of experimental skills) goes hand in hand with
noncommutativity. In particular, commutation relations between coordinate operators
which yield the localisation requirement (1.2) have been identified in [DFR95]. However,
space-time is more than just a copy of quantum mechanical phase space. It is the arena for
field theory. Thus, apart from only describing the algebra of space-time operators, we have
to realise the geometric world of gauge fields, fermions, differential calculi, Dirac operators
and action functionals associated with this algebra. Fortunately for us, the relevant
mathematical framework—noncommutative geometry—has been developed, foremost by
Alain Connes [Con94, Con00]. Related monographs are [Mad00, Lan97, Vár97, GBVF01].

Noncommutative geometry is the reformulation of geometry in an algebraic and
functional-analytic language, in this way permitting an enormous generalisation. Today,
noncommutative geometry is well-established and indispensable in mathematics. In phys-
ics, the most important achievement of noncommutative geometry is to overcome the dis-
tinction between continuous and discrete spaces, in the same way as quantum mechanics
washed away the discrepancy between waves and particles.

This achievement is particularly visible in the standard model of particle physics.
The standard model was proposed around 1970 as the conglomerate of the electroweak
model of Glashow, Salam and Weinberg [Gla61, Sal68, Wei67], including the (at first
sight artificial) Higgs sector [Hig64, EB64, Kib67] to give enormous masses to the (at
that time conjectured) W - and Z-bosons, and the independent quantum chromodynamics
[FGM73, GW73, Pol73] to describe the strong interactions. At that time, few people would
have expected that this ugly standard model survives the experiments of the following 30
years.
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As a matter of fact, the standard model is not only natural but also rather unique2

[ISS03] from the point of view of noncommutative geometry: It is a spectral triple [Con95].
Actually, the standard model inspired Connes to discover the axioms [Con96] of spectral
triples. In particular, the language in which spectral triples are formulated is very close
to field theory: Besides the algebra A represented on a Hilbert space H (which alone
are only good for measure theory), to describe metric spaces with spin structure one also
needs a Dirac operator D, the chirality γ5 and the charge conjugation J . For the proof
of Connes’ theorem [Con96] that commutative spectral triples are spin manifolds, see
[Ren01, GBVF01]. All finite spectral triples are known [PS98, Kra98a].

As already underlined, noncommutative geometry evaporates the distinction between
continuous and discrete spaces. For the standard model, the relevant geometry is that
of the two-sheeted universe [CL91], i.e. two copies (one for left-handed and one for right-
handed fermions) of the four-dimensional space separated from each other by the de
Broglie wavelength of the Higgs boson. It is a discrete Kaluza-Klein geometry [MW02]
with discrete fibre consisting of two points. Writing down gauge theory on such a dis-
connected space, the component of the gauge field in the discrete direction is a scalar,
the Higgs field, and the corresponding part of the noncommutative Yang-Mills action
gives the Higgs potential responsible for spontaneous symmetry breaking. Moreover, the
Yukawa coupling of the Higgs with the fermions is nothing but the restriction of the
minimal coupling of the gauge fields with the fermions to the discrete direction. In fact,
the geometrical insight goes much deeper. For instance, the spectral triple description
enforces the following (in the language of Yang-Mills-Higgs models unrelated) features
[CIS99]:

• weak interactions break parity maximally,

• weak interactions suffer spontaneous breakdown,

• strong interactions do not break parity,

• strong interactions do not suffer spontaneous breakdown.

I refer to [IKS95, MGBV98] for details about the noncommutative geometrical construc-
tion of the standard model and to [GB02] for a historical review.

Eventually, noncommutative geometry achieved via the spectral action principle
[CC97] a true unification of the standard model with general relativity on the level of
classical field theories. Kinematically, Yang-Mills fields, Higgs fields and gravitons are all
regarded as fluctuations of the free Dirac operator [Con96]. The spectral action

S = traceχ
(
z
D2

Λ2

)
, (1.3)

(which is the weighted sum of the eigenvalues of D2 up to the cut-off Λ2) of the single
fluctuated Dirac operator D gives the complete bosonic action of the standard model, the
Einstein-Hilbert action (with cosmological constant) and an additional Weyl action term
in one stroke [CC97]. See also [IKS97]. The parameter z in (1.3) is the “noncommutative
coupling constant” [CIS99]. Assuming the spectral action (1.3) to produce the bare action

2It is not possible to formulate grand unified theories with spectral triples. It is possible to stay within
the spirit of noncommutative geometry, but one has to relax the tight connection with other parts of
mathematics. See [CFF92, CF94, Wul99] for examples of noncommutative GUTs.
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at the (grand unification) energy scale Λ, the renormalisation flow based on the one-loop
β-functions leads to a Higgs mass of 182 . . . 201 GeV [CIS99].

Of course, the unification of the standard model with general relativity via the spectral
action is of limited value as long as it is not achieved at the level of quantum field theory.
On the other hand, the arguments of [DFR95] make clear that this will not be possible
with almost commutative geometries (products of commutative geometries with matrices).
Space-time has to be noncommutative itself. The complete problem of a gravitational
dynamics of the noncommutative space-time being too difficult to treat, the first step
is to consider field theory on noncommutative spaces with fixed background. The most
natural candidate is the Moyal plane [Gro46, Moy49], which was identified as a solution of
the uncertainty conditions for coordinate operators [DFR95]. The (D-dimensional) Moyal
plane is characterised by the non-local ?-product

(a ? b)(x) :=

∫
dDy

dDk

(2π)D
a
(
x+1

2
θ·k)b(x+y) eiky , θµν = −θνµ ∈ R , (1.4)

which is associative but not commutative. The Moyal plane is a spectral triple [GGBI+04]
and the spectral action has been computed [Vas04, GI04]. Other interesting noncommut-
ative spectral triples are the noncommutative torus [Con80, Rie81, Rie90], the Connes-
Landi spheres [CL01] and the (mostly spherical) examples found by Connes and Dubois-
Violette [CDV02]. Remarkably, the noncommutative torus is relevant for the compacti-
fication of M-theory [CDS98] and the Moyal plane arises as a limiting case of type IIA
string theory [DH98, SW99].

It is not difficult to write down classical action functionals on noncommutative spaces
(the first example was Yang-Mills on the noncommutative torus [CR87]), but it is not clear
that quantum field theories [BS59, VW76, IZ80] can be defined consistently3. As locality
is so important in quantum field theory [EG73], it is perfectly possible that quantum field
theories are implicitly built upon the assumption that the action functional has to live on
a (commutative) manifold. It was, therefore, an important step to prove that Yang-Mills
theory is one-loop renormalisable on the Moyal plane and on the noncommutative torus
[MSR99, SJ99, KW00]. This means that these models are divergent [Fil96], but the one-
loop divergences are absorbable in a multiplicative renormalisation of the initial action
such that the Ward identities are fulfilled.

In this line of success, it was somewhat surprising when Minwalla, Van Raamsdonk
and Seiberg [MVRS00] pointed out that there is a new type of infrared-like divergences
which makes the renormalisation of scalar field theories on the Moyal plane very unlikely.
To get an idea about the problem one has to compute the non-planar one-loop two-point
function resulting from the noncommutative φ4-action. The corresponding integral is fi-
nite, but behaves ∼ (θp)−2 for small momenta p of the two-point function. The finiteness
is important, because the p-dependence of the non-planar graph has no counterpart in the
original φ4-action, and thus (if divergent) cannot be absorbed by multiplicative renormal-
isation. However, if one inserts the non-planar graph declared as finite as a subgraph into
a bigger graph, one easily builds examples (with an arbitrary number of external legs)
where the ∼ p−2 behaviour leads to non-integrable integrals at small inner momenta. This
is the so-called UV/IR-mixing problem [MVRS00].

3This refers to infinite-dimensional quantum field theories. There is no problem with finite-dimensional
examples [GKP96b, GKP96a].
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The heuristic argumentation can be made exact: Using a sophisticated mathematical
machinery, Chepelev and Roiban have proven a power-counting theorem [CR00, CR01]
which relates the power-counting degree of divergence to the topology of ribbon graphs.
The rough summary of the power-counting theorem is that noncommutative field theories
with quadratic divergences become meaningless beyond a certain loop order4. For ex-
ample, in the real noncommutative φ4-model there exist (in four dimensions) three-loop
graphs which cannot be integrated.

Thus, to prove renormalisability of quantum field theories on the four-dimensional
Moyal plane is an enormous challenge. One has to circumvent the power-counting theorem
of Chepelev and Roiban [CR01], but at the same time respect the physical insight in the
UV/IR-mixing mechanism. This is subject of my Habilitation thesis.

1.2 Renormalisation group approach to noncommutative field
theories

In this Habilitation thesis I prove that the real noncommutative φ4-model is renormalisable
to all orders in four dimensions—a work based on a very pleasant collaboration with
Harald Grosse. The proof is contained in the two articles [GW03a, GW04b]. A summary
was given in [GW04c]. The one-loop β-function is evaluated in [GW04a]. The proof of
the two-dimensional case is given in [GW03b].

At first sight, a renormalisability proof of φ4-theory on the four-dimensional Moyal
plane seems to be in grave contradiction with [MVRS00, CR00, CR01]. However, this
is not the case. In fact, the results of these papers are reconfirmed, it is only that their
message is taken serious. The message of the UV/IR-entanglement is that

noncommutativity relevant at very short distances modifies—whether we like it or
not—the physics of the model at very large distances.

The required modification is, to the best of my knowledge, unique: It is given by an
harmonic oscillator potential for the free field action. The following theorem is proven in
the thesis:

Theorem 1 The quantum field theory associated with the action

S =

∫
d4x

(1

2
∂µφ ? ∂

µφ+
Ω2

2
(x̃µφ) ? (x̃µφ) +

µ2
0

2
φ ? φ+

λ

4!
φ ? φ ? φ ? φ

)
(x) , (1.5)

for x̃µ := 2(θ−1)µν x
ν, φ-real, Euclidean metric, is perturbatively renormalisable to all

orders in λ.

The action (1.5) is covariant with respect to a remarkable duality between position
space and momentum space [LS02a]: Under the exchange of position and momentum (i.e.
not the Fourier transformation),

pµ ↔ x̃µ , φ̂(p)↔ π2
√
| det θ| φ(x) , (1.6)

4There exist proposals to resum the perturbation series, see [MVRS00, CR01], but there is no complete
proof that this is consistent to all orders.
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together with φ̂(pa) =
∫
d4x e(−1)aipa,µx

µ
aφ(xa) for a being a cyclic label, one has

S
[
φ;µ0, λ,Ω

] 7→ Ω2S
[
φ;
µ0

Ω
,
λ

Ω2
,
1

Ω

]
. (1.7)

Of course, we cannot treat the quantum field theory associated with the action (1.5)
in momentum space5. Fortunately, there is a matrix representation [BM49] of the Moyal
plane, where the ?-product becomes a simple product of infinite matrices and where the
duality between positions and momenta is manifest. The matrix representation plays an
important rôle in the proof that the Moyal plane is a spectral triple [GGBI+04]. It is
also crucial for the exact solution of quantum field theories [Lan03, LSZ03, LSZ04] on
noncommutative phase space.

In the traditional Feynman graph approach the value of the integral associated to
non-planar graphs is not unique, because one exchanges the order of integrations in in-
tegrals which are not absolutely convergent. To avoid this problem one should use a
renormalisation scheme where the various limiting processes are better controlled.

The preferred method is the use of flow equations. The idea goes back to Wilson
[WK74]. It was then used by Polchinski [Pol84] to give a very efficient renormalisability
proof for commutative φ4-theory. Several improvements to the proof have been made
in [KKS92]. Later, the method has been applied, for instance, to massless φ4-theory
[KK94], to QED [KK96] and to spontaneously broken Yang-Mills theory [KM00]. For an
introduction to that renormalisation method, see [Sal99].

Applying Polchinski’s method to the noncommutative φ4-model there is, however, a
serious problem in momentum space. We have to guarantee that planar graphs only ap-
pear in the distinguished interaction coefficients for which we fix the boundary conditions
at the renormalisation scale ΛR. Non-planar graphs have phase factors which involve inner
momenta. Polchinski’s method consists in taking norms of the interaction coefficients, and
these norms ignore possible phase factors. Thus, we would find that boundary conditions
for non-planar graphs at ΛR are required. Since there is an infinite number of different
non-planar structures, the model is not renormalisable in this way6. A more careful exam-
ination of the phase factors is also not possible, because the cut-off integrals prevent the
Gaußian integration required for the parametric integral representation [CR00, CR01]. In
conclusion, I believe it is extremely difficult (if not impossible) to use the exact renormal-
isation group equation for noncommutative field theories in momentum space. The best
one can hope is to restrict oneself to limiting cases where e.g. the non-planar graphs are
suppressed [BGI02, BGI03]. Even this restricted model has rich topological features.

In other words, we have to avoid the momentum space formulation of the noncom-

5It should be possible to use the Mehler formula for momentum space computations, see (7.5) on page
88, although this is probably not so easy.

6There are already some attempts [GP01] to use Polchinski’s method to renormalise noncommutative
field theories. I have, however, severe reservations on the method and results. The main argument in
[GP01] is that the Polchinski equation is a one-loop equation so that the authors simply compute an
integral having exactly one loop. It is, however, not true that nothing new happens at higher loop order.
For instance, all one-loop graphs can be drawn on a genus-zero Riemann surface. The entire complexity of
Riemann surfaces of higher genus as discussed by Chepelev and Roiban [CR00, CR01] shows up at higher
loop order and is completely ignored by the authors of [GP01]. As I will demonstrate in the Habilitation
thesis, the same discussion of Riemann surfaces is necessary in the renormalisation group approach, too.
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mutative φ4-model. I have already stressed that the matrix base7 of the Moyal plane
is convenient to realise both the partial derivatives and the coordinate multiplication in
the classical action (1.5). In the matrix base, the interaction part

∫
dDx(φ ? φ ? φ ? φ)

in (1.5) becomes simply tr(φ4), where φ is now an infinite matrix (with entries of rapid
decay). Thus, we get rid of the oscillating phase factors—the first condition to apply the
renormalisation group techniques. The price for the simplification of the interaction is
that the kinetic matrix, or rather its inverse, the propagator, will become very complic-
ated. However, in Polchinski’s approach the propagator is anyway made complicated when
multiplying it with the smooth cut-off function. Indeed, all difficulties can be overcome.

The renormalisation proof is very technical. I do not claim that it is the most efficient
one. However, it was for us (Harald Grosse and me), for the time being, the only possible
way. There are several “miracles” without which the proof had failed. The first is that the
propagator is complicated but numerically accessible. We had thus convinced ourselves
that the propagator has such an asymptotic behaviour that all non-planar graphs and all
graphs with N > 4 external legs are irrelevant according to our general power-counting
theorem for dynamical matrix models [GW03a]. However, this still leaves an infinite
number of planar two- or four- point functions which would be relevant or marginal
according to [GW03a]. In the first versions of [GW03a] we had, therefore, to propose
some consistency relations inspired by [Zim85] in order to get a meaningful theory.

Miraculously, all this was not necessary. We had found numerically that the propag-
ator has some universal locality properties suggesting that the infinite number of relev-
ant /marginal planar two- or four- point functions can be decomposed into four relev-
ant /marginal base interactions and an irrelevant remainder. Of course, there must exist
a reason for such a coincidence, and the reason are orthogonal polynomials. In our case, it
means that the kinetic matrix corresponding to the free action (3.28) written in the mat-
rix base of the Moyal plane is diagonalised by orthogonal Meixner polynomials [Mei34]8.
Then, having a closed solution for the free theory in the preferred base of the interaction,
the desired local and asymptotic behaviour of the propagator can be derived.

I stress, however, that some of the corresponding estimations of Section 5.3 are, so far,
verified numerically only. There is no doubt that the estimations are correct, but for the
purists I have to formulate the result as follows: The quantum field theory corresponding
to the action (1.5) is renormalisable to all orders provided that the estimations given
in Section 5.3 hold. Already this weaker result is a considerable progress, because the
elimination of the last possible doubt amounts to verify properties of hypergeometric
functions.

Noncommutative φ4-theory in two dimensions is different. One also needs the harmonic
oscillator potential of (1.5) in all intermediate steps of the renormalisation proof, but at
the end it can be switched off with the removal of the cut-off. This is in agreement with

7For another matrix realisation of the Moyal plane and its treatment by renormalisation group meth-
ods, see [Nic03].

8In our renormalisation proof [GW03b] of the two-dimensional noncommutative φ4-model we had
originally termed these polynomials “deformed Laguerre polynomials”, which we had only constructed
via their recursion relation. The closed formula was not known to us. Thus, I am especially grateful to
Stefan Schraml who has provided us first with [MR91], from which we got the information that we were
using Meixner polynomials, and then with the encyclopaedia [KS96] of orthogonal polynomials, which
was the key to complete the renormalisation proof.
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the common belief that the UV/IR-mixing problem can be cured in models with only
logarithmic divergences.

1.3 Organisation of the Habilitation thesis

The Habilitation thesis is divided into three parts:

• In the main part, consisting of Sections 3–6 and Appendices B–F, I prove that
the duality-covariant noncommutative φ4-model is renormalisable to all orders and
convergent in the limit of removed cut-off. This part is based on [GW03a, GW04b].
At the end of this Section I make a few comments on the strategy of the proof.

• In the introductory part, placed into Section 2 before the main part, I give a sum-
mary of the ideas and techniques used in the renormalisation proof. The essential
formulae of the main part are presented, but without any proofs and partly with
simplified notation. This part is based on [GW04c]. Moreover, I give in Appendix A
a limited historical overview about field theories on noncommutative spaces and at-
tempts of their renormalisation.

• In a supplementary part, consisting of Appendices G–H, I apply the results of the
main part to two interesting exercises:

– In Appendix G, I compute the one-loop β-functions of the duality-covariant
noncommutative φ4

4-model, based on the identification of relevant and marginal
graphs achieved in the main part. This computation follows [GW04a].

– In Appendix H, I prove that the two-dimensional noncommutative φ4-model
is renormalisable to all orders. The proof uses the general framework given
in Sections 3 and 4 and refers to some formulae of Sections 5 and 6. The
proof is inspired by [GW03b]. It is, however, considerably streamlined thanks to
orthogonal polynomials which had not been identified yet at the time of writing
of [GW03b].

Section 7 contains the conclusion and gives an outlook to subsequent activities. These
applications demonstrate that the Habilitation thesis, which in the first instance solves
a longstanding technical problem concerning the renormalisation of noncommutative φ4-
theory, provides new insight into noncommutative field theories in general. Moreover,
there are potential applications of the developed methods and obtained results to other
areas of quantum field theory.

Figure 1 shows the dependency of the various sections of the Habilitation thesis. The
central results are contained in Sections 5.4, 6.5 and H.2.

I would like to add a few comments on the strategy in the main part. The first step
is to rewrite the φ4-action (1.5) in the harmonic oscillator base of the Moyal plane, see
(3.42) and (3.45). The free theory is solved by the propagator (3.49), which I compute
in Appendix B.3 using Meixner polynomials in an essential way. The propagator is rep-
resented by a finite sum which enables a fast numerical evaluation. Unfortunately, I can
offer analytic estimations only in a few special cases.

The propagator is so complicated that a direct calculation of Feynman graphs is not
practicable. Therefore, I employ the renormalisation method based on flow equations
[Pol84, KKS92], which I adapt in Section 4 to non-local (dynamical) matrix models. The
modification K[Λ] of the weights of the matrix indices in the kinetic term is undone in
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Figure 1: Flow chart of the Habilitation thesis.

the partition function by a careful adaptation of the effective action L[φ,Λ], which is
described by the matrix Polchinski equation (4.15). For a modification given by a cut-off
function K[Λ], renormalisation of the model amounts to prove that the matrix Polchinski
equation (4.15) admits a regular solution which depends on a finite number of initial data.

In a perturbative expansion, the matrix Polchinski equation is solved by ribbon graphs
drawn on Riemann surfaces, see Section 4.3. Then, I prove in Appendix D the Power-
counting Theorem 10 which relates the general power-counting behaviour of a ribbon
graph to its topology and to two scaling exponents of the cut-off propagator. In this way,
regular scaling dimensions guarantee the existence of a regular solution of the matrix
Polchinski equation.

According to Appendix F, the model under consideration is indeed characterised by
regular scaling dimensions. However, the general proof involves an infinite number of
initial conditions, which is physically not acceptable. Therefore, the challenge is to prove
the reduction to a finite number of initial data for the renormalisation flow.

The answer is the integration procedure given in Definition 12, Section 5.1, which
entails mixed boundary conditions for certain planar two- and four-point functions. The
idea is to introduce four types of reference graphs with vanishing external indices and
to split the integration of the Polchinski equation for the distinguished two- and four-
point graphs into an integration of the difference to the reference graphs and a different
integration of the reference graphs themselves. The difference between original graph and
reference graph is further reduced to differences of propagators, which I call “composite
propagators”. See Section 5.2.

The proof of the power-counting estimations for the interaction coefficients (Propos-
ition 13 in Section 5.4) requires the following extensions of the general case treated in
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Section 4:

• I prove that graphs where the index jumps along the trajectory between incoming
and outgoing indices are suppressed. This leaves 1PI planar four-point functions with
constant index along the trajectory and 1PI planar two-point functions with (in total)
at most two index jumps along the trajectories as the only graphs which are marginal
or relevant.

• For these types of graphs I prove that the leading relevant/marginal contribution is
captured by reference graphs with vanishing external indices, whereas the difference
to the reference graphs is irrelevant. This is the discrete analogue of the BPHZ Taylor
subtraction of the expansion coefficients to lowest order in the external momenta.

Thus, Proposition 13 provides bounds for the interaction coefficients of the effective
action at a scale Λ ∈ [ΛR,Λ0]. Here, ΛR is the renormalisation scale where the four
reference graphs are normalised, and Λ0 is the initial scale for the integration which
has to be sent to ∞ in order to scale away possible initial conditions for the irrelevant
functions. The estimations of Proposition 13 are actually independent of Λ0 so that the
limit Λ0 →∞ can be taken. This already ensures the renormalisation of the model.

However, one would also like to know whether the interaction coefficients converge in
the limit Λ0 → ∞ and if so, with which rate. That analysis is performed in Section 6
which culminates in Theorem 16, confirming convergence with a rate Λ−2

0 .
Figure 2 explains the relations between the main steps of the proof. The central

results are the power-counting behaviour of Proposition 13 and the convergence theorem
(Theorem 16). Note that the numerical estimations for the propagator influence the entire
chain of the proof.

I would like to finish the Introduction with a TEXnical remark. The Habilitation thesis
contains numerous cross references. Thanks to the hyperref package, it is very convenient
to jump to a cited equation, reference or section and then back to the place of reading.
Moreover, I have equipped the Bibliography on page 168 with links to the eprint arXiv
and to the SPIRES database. Of course, these convenient features are only available in
the electronic version of the Habilitation thesis. Therefore, I would like to encourage the
reader of a printed copy to ask me for the electronic files.

http://arxiv.org
http://www.slac.stanford.edu/spires/hep/
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propagator (3.49)
derived in App. B.3

initial interaction (5.1)

matrix Polchinski equation (4.15)
derived in Sec. 4.1 and App. C

integration procedure
Def. 12

numerical bounds
App. F

composite propagators
Sec. 5.2, App. E.1

Power-counting behaviour
of interaction coefficients, Prop. 13

general power-counting theorem
for non-local matrix models
Theorem 10 proven in App. D

Λ0-dependence of
interaction coefficients (6.4)

differential equations
– for Λ0-varied functions (6.17)
– for auxiliary functions (6.16)Power-counting behaviour

– of auxiliary functions, Prop. 14
– of Λ0-varied functions, Prop. 15

Convergence Theorem, Thm. 16
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2 Summary of ideas and techniques

As the renormalisation proof of Theorem 1 is quite long and technical, I give in this
section an overview about the main ideas and techniques. This is basically the contents
of the letter [GW04c] I have written with Harald Grosse.

2.1 Reformulation as a dynamical matrix model

As mentioned before, the explicit x-dependence of the action (1.5) forces us to work in the
matrix base of the Moyal plane. We choose a coordinate frame where θ = θ12 = −θ21 =
θ34 = −θ43 are the only non-vanishing θ-components. We expand the fields according to
φ(x) =

∑
m1,m2,n1,n2∈N φm1

m2
n1

n2
bm1

m2
n1

n2
(x) where bm1

m2
n1

n2
(x) = fm1n1(x1, x2)fm2n2(x3, x4), with

fm1n1(x1, x2) =
(x1−ix2)

?m1

√
m1!(2θ)m1

?
(
2e−

1
θ
(x2

1+x2
2)
)
?

(x1+ix2)
?n1

√
n1!(2θ)n1

, (2.1)

(bmn ? bkl)(x) = δnkbml(x) ,

∫
d4x bmn(x) = (2πθ)2 δmn . (2.2)

Due to (2.2) the non-local ?-product interaction becomes a simple matrix product, at the
price of rather complicated kinetic terms and propagators. We obtain for the action (1.5)

S = (2πθ)2
∑

m,n,k,l∈N2

(1

2
φmnGmn;klφkl +

λ

4!
φmnφnkφklφlm

)
, (2.3)

Gm1

m2
n1

n2 ; k1

k2
l1

l2
=

(
µ2

0+
2+2Ω2

θ
(m1+n1+m2+n2+2)

)
δn1k1δm1l1δn2k2δm2l2

− 2−2Ω2

θ

(√
k1l1 δn1+1,k1δm1+1,l1 +

√
m1n1 δn1−1,k1δm1−1,l1

)
δn2k2δm2l2

− 2−2Ω2

θ

(√
k2l2 δn2+1,k2δm2+1,l2 +

√
m2n2 δn2−1,k2δm2−1,l2

)
δn1k1δm1l1 . (2.4)

We have Gmn;kl = 0 unless m+k = n+l, which is due to the SO(2)× SO(2)-invariance of
the action.

We are interested in a perturbative solution of the quantum field theory about the free
theory, the solution of which is given by the propagator ∆mn;kl, i.e. the inverse of Gmn;kl.
In a first step we diagonalise the kinetic matrix:

Gm1

m2
m1+α1

m2+α2 ;
l1+α1

l2+α2
l1

l2
=

∞∑

y1,y2=0

U
(α1)

m1y1U
(α2)

m2y2

(
µ2

0+
4Ω
θ

(2y1+2y2+α1+α2+2)
)
U

(α1)

y1l1 U
(α2)

y2l2 , (2.5)

U (α)
ny =

√(
α+n

n

)(
α+y

y

) (1−Ω

1+Ω

)n+y(2
√

Ω

1+Ω

)α+1

2F1

(−n,−y
1+α

∣∣ 4Ω

(1 + Ω)2

)
.

For fixed α, the kinetic matrix is in both components a Jacobi matrix (a certain tridiag-
onal band matrix) [MR91]. The diagonalisation of that band matrix yields the recursion

relation for (orthogonal) Meixner polynomials Mn(y; β, c) = 2F1

(
−n,−y
β

∣∣1−c
)
, see [KS96].

The corresponding equidistant eigenvalues are those of the harmonic oscillator. To com-
pute the propagator we have to invert the eigenvalues

(
µ2

0+
4Ω
θ

(2y1+2y2+α1+α2+2)
)

in
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(2.5). Using the identity

∞∑
y=0

(α+y)!

y!α!
ay 2F1

(−m,−y
1+α

∣∣∣b
)

2F1

(−l,−y
1+α

∣∣∣b
)

=
(1−(1−b)a)m+l

(1−a)α+m+l+1 2F1

(−m, −l
1+α

∣∣∣ ab2

(1−(1−b)a)2

)
, |a| < 1 , (2.6)

which can be regarded as the heart of the renormalisation proof, we arrive at

∆m1

m2
n1

n2 ; k1

k2
l1

l2

=
θ

2(1+Ω)2

m1+l1

2∑

v1=
|m1−l1|

2

m2+l2

2∑

v2=
|m2−l2|

2

B
(
1+

µ2
0θ

8Ω
+1

2
(m1+k1+m2+k2)−v1−v2, 1+2v1+2v2

)

× 2F1

(
1+2v1+2v2 ,

µ2
0θ

8Ω
−1

2
(m1+k1+m2+k2)+v1+v2

2+
µ2

0θ

8Ω
+1

2
(m1+k1+m2+k2)+v1+v2

∣∣∣∣
(1−Ω)2

(1+Ω)2

)(1−Ω

1+Ω

)2v1+2v2

×
2∏
i=1

δmi+ki,ni+li

√(
ni

vi+ni−ki

2

)(
ki

vi+ki−ni

2

)(
mi

vi+mi−li
2

)(
li

vi+ li−mi

2

)
. (2.7)

One should appreciate here that the sum in (2.7) is finite, i.e. we succeeded to solve the
free theory with respect to the preferred base of the interaction. The explicit solution
enables a fast numerical evaluation of the propagator, which is necessary to determine
the asymptotic behaviour of the propagator for large indices. In few cases I can evaluate
the sum exactly:

• 0 ≤ ∆m1

m2
n1

n2 ; k1

k2
l1

l2
(µ0) < ∆m1

m2
n1

n2 ; k1

k2
l1

l2
(0)

This means that we can ignore the mass µ0 in our estimations for Ω > 0.

• ∆m
0

m
0

;m
0

m
0
(0) = θ

2(1+Ω)2(m+1) 2F1

(
1,−m
m+2

∣∣∣ (1−Ω)2

(1+Ω)2

)
∼ θ/8

Ω(m+1)+
√

4
π

(m+1)

There is a discontinuity in the asymptotic behaviour of the propagator at Ω = 0. For
Ω = 0 there is a long-range correlation which decays only very slowly with 1√

m
. This

is the origin of the UV/IR-mixing. For Ω > 0 the correlation decays with 1
m

which
guarantees a good power-counting behaviour of the model with Ω > 0. The asymptotic
behaviour provides the easy part of the renormalisation proof.

• ∆m1

m2
m1

m2 ; 0
0

0
0

(0) = θ
2(1+Ω)2(m1+m2+1)

(
1−Ω
1+Ω

)m1+m2

This property controls the non-locality. The model is non-local in the sense that
there is a correlation ∆mn;kl for arbitrarily large ‖m − l‖. However, that correlation
is exponentially suppressed, preserving some sort of quasi-locality. This provides the
tricky part of the renormalisation proof.
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2.2 The Polchinski equation

It is, in principle, possible to proceed with the discussion of Feynman graphs built with the
propagator (2.7) according to Zimmermann’s forest formula [Zim69]. But the complexity
of the arising graphs (compare (2.7) with the simple 1

k2+m2 of commutative field theories)
requires a more sophisticated approach: the renormalisation by flow equations. The idea
goes back to Wilson [WK74] and was further developed by Polchinski to an efficient
renormalisation proof of commutative φ4-theory [Pol84].

The starting point is the definition of the quantum field theory by the cut-off partition
function

Z[J,Λ] =

∫ ( ∏

a,b

dφab

)
exp

(− S[φ, J,Λ]
)
, (2.8)

S[φ, J,Λ] = (2πθ)2
( ∑

m,n,k,l

1

2
φmnG

K
mn;kl(Λ)φkl + L[φ,Λ] + C[Λ]

+
∑

m,n,k,l

φmnFmn;kl[Λ]Jkl +
∑

m,n,k,l

1

2
JmnEmn;kl[Λ]Jkl

)
. (2.9)

The most important pieces here are the cut-off kinetic term

GK
m1

m2
n1

n2 ; k1

k2
l1

l2

(Λ) :=

( ∏

i ∈m1, m2, n1, n2,

k1, k2, l1, l2

K−1
(

i
θΛ2

)
)
Gm1

m2
n1

n2 ; k1

k2
l1

l2
,

K( i
θΛ2 )

0

1

i

θΛ2 2θΛ2

(2.10)

where the weight of the matrix indices is altered according to a smooth cut-off func-
tion9 K, and the effective action L[φ,Λ] which compensates the effect of the cut-off.
We are interested in the limit Λ → ∞, where the cut-off goes away, limΛ→∞K( i

θΛ2 ) =
1. Thus, we would formally obtain the original model for Λ = ∞ and L[φ,∞] =
λ
4!

∑
m,n,k,l φmnφnkφklφlm, C[∞] = 0, Emn;kl[∞] = 0, Fmn;kl[∞] = δnkδml. However, Λ =∞

is difficult to obtain due to the appearance of divergences, which require compensating
counterterms in L[φ].

The genial idea of the renormalisation group approach is to require instead the in-
dependence of the partition function from the cut-off, Λ ∂

∂Λ
Z[J,Λ] = 0. Working out the

details one arrives, in particular, at the Polchinski equation for matrix models

Λ
∂L[φ,Λ]

∂Λ
=

∑

m,n,k,l

1

2
Λ
∂∆K

nm;lk(Λ)

∂Λ

(∂L[φ,Λ]

∂φmn

∂L[φ,Λ]

∂φkl
− 1

(2πθ)2

∂2L[φ,Λ]

∂φmn ∂φkl

)
, (2.11)

where ∆K
nm;lk(Λ) :=

( ∏
i∈m1,m2,...,l1,l2 K( i

θΛ2 )
)
∆nm;lk. To obtain (2.11) it is important to

realise finite matrices via a smooth function K. There are other differential equations for

9I understand the cut-off as a limiting process ε→ 0 in K−1( i
θΛ2 ) = 1

ε for i ≥ 2θΛ2. In the limit, the
partition function (2.8) vanishes unless φm1

m2
n1
n2

= 0 if max(m1,m2, n1, n2) ≥ 2θΛ2, thus implementing a

cut-off of the measure
∏

a,b dφab in (2.8). All other formulae involve K( i
θΛ2 ).
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the functions C,E, F in (2.9) which, however, are trivial to integrate. The true difficulties
are contained in the non-linear differential equation (2.11).

The Polchinski equation has a non-perturbative meaning, but to solve it we need, for
the time being, a power series ansatz:

L[φ,Λ] =
∞∑
V=1

λV
2V+2∑
N=2

(2πθ)
N
2
−2

N !

∑

mi,ni∈N2

A(V )
m1n1;...;mNnN

[Λ]φm1n1 · · ·φmNnN
. (2.12)

Then, the differential equation (2.11) provides an explicit recursive solution for the coeffi-

cients A
(V )
m1n1;...;mNnN [Λ] which, because the fields φmn carry two indices, is represented by

ribbon graphs :

Λ
∂

∂Λ

��
��

��
���

	
��







     

n1

m1

n2
m2

mN

nN

=
1

2

∑

m,n,k,l

N−1∑
N1=1

��
��

����� 	


��

������	



�
�
�
�
�
�
�
�
�

�
�
�
�
�
�
�
�
�

m1

n1

nN1

mN1
mN1+1

nN1+1

nNmN

k

l

n

m
− 1

4πθ

∑

m,n,k,l

��

� �

����� 	
��

������	


����� � � � �

� � � � �����
m1

n1

ni−1

mi−1

mi

ni

nN
mN

n m

k l

(2.13)

An internal double line symbolises the propagator Qmn;kl(Λ) := 1
2πθ

Λ ∂
∂Λ

∆K
mn;kl(Λ) =

��
��

n

lm

k

.

Clearly, in this way we produce very complicated ribbon graphs which cannot be
drawn any more in a plane. Ribbon graphs define a Riemann surface on which they can
be drawn. The Riemann surface is characterised by its genus g computable via the Euler
characteristic of the graph, g = 1 − 1

2
(L̃ − I + V ), and the number B of holes. Here,

L̃ is the number of single-line loops if we close the external lines of the graph, I is the
number of double-line propagators and V the number of vertices. The number B of holes
coincides with the number of single-line loops which carry external legs. A few examples
might help to understand the closure of external lines and the resulting topological data:

����

���� �

�� ������

� ���
� �

��

�� ��

� ���

� �

��

n1

m1

m3

n3

m4

n4

m2
n2

n5
m5

n6
m6 ⇒

��
��

� �

��

� �

��

L̃= 2 g= 0
I = 3 B= 2
V = 3 N = 6

(2.14)

��
��

��

���	 


��

��
�� ��

��
n1

m1

m2

n2

⇒ ��
��

��

���	 


�� L̃= 1 g= 1
I = 3 B= 1
V = 2 N = 2

(2.15)



16 2 SUMMARY OF IDEAS AND TECHNIQUES

According to the topology we label the expansion coefficients of the effective action by
A

(V,B,g)
m1n1;...;mNnN .

2.3 Integration procedure of the Polchinski equation

The integration procedure of the Polchinski equation represents the entire magic of renor-
malisation. Suppose we want to evaluate the planar one-particle irreducible four-point
function with two vertices, A

(2,1,0)1PI
m1n1;...;mNnN . The Polchinski equation (2.13) provides the

Λ-derivative of that function:

Λ
∂

∂Λ
A

(2,1,0)1PI
mn;nk;kl;lm[Λ] =

∑

p∈N2




��
��� ����	

���
���	��

��
���	 ���

m

m
k

k

n n

l l

p p


 [Λ] + permutations . (2.16)

We consider the special case with constant indices on the trajectories. The first guess
would be to perform the Λ-integration of (2.16) from some initial scale Λ0 (sent to∞ at the

end) down to Λ. However, this choice of integration leads to A
(2,1,0)1PI
mn;nk;kl;lm[Λ] ∼ ln Λ0

Λ
, which

diverges when we remove the cut-off Λ0 →∞. Following Polchinski [Pol84] we understand
renormalisation as the change of the boundary condition for the integration. Thus, the
idea would be to introduce a renormalisation scale ΛR so that we would integrate (2.16)

from ΛR up to Λ. Then, A
(2,1,0)1PI
mn;nk;kl;lm[Λ] ∼ ln Λ

ΛR
, and there would be no problem any more

sending Λ0 →∞. However, since there is an infinite number of matrix indices and there
is no symmetry which could relate the amplitudes for different indices, that integration
procedure entails an infinite number of initial conditions A

(2,1,0)1PI
mn;nk;kl;lm[ΛR]. These initial

conditions correspond to normalisation experiments, and clearly a model requiring an
infinite number of normalisation experiments has no physical meaning. Thus, to have a
renormalisable model, we can only afford a finite number of integrations from ΛR up to
Λ. The discussion shows that the correct integration procedure is something like

A
(2,1,0)1PI
mn;nk;kl;lm[Λ]

= −
∫ Λ0

Λ

dΛ′

Λ′
∑

p∈N2




��
��� ����	

���
���	��

��
���	 ���

m

m
k

k

n n

l l

p p −
��
��� ����	

���
���	��

��
���	 ���

m

m
k

k

n n

l l
0 0

0 0

p p


[Λ′]

+
��
��� ����	

���
���	��

m

m
k

k

n n

l l 


∫ Λ

ΛR

dΛ′

Λ′
∑

p∈N2




��
��� ����	

���
���	��

��
���	 ���

0

0
0
0

0 0

0 0

p p


[Λ′] + A

(2,1,0)1PI
00;00;00;00[ΛR]


 .

(2.17)

The second graph in the first line of the rhs and the graph in brackets in the last line are
identical, because only the indices on the propagators determine the value of the graph.
Moreover, the vertex in the last line in front of the bracket equals 1. Thus, differentiating
(2.17) with respect to Λ we obtain indeed (2.16). As a further check one can consider

(2.17) for m = n = k = l = 0. Finally, the independence of A
(2,1,0)1PI
mn;nk;kl;lm[Λ0] on the indices

m,n, k, l is built-in. This property is, for Λ0 →∞, dynamically generated by the model.
There is a similar Λ0-ΛR-mixed integration procedure for the planar 1PI two-point

functions A
(V,1,0)1PI
m1

m2
n1

n2 ;n1

n2
m1

m2

, A
(V,1,0)1PI
m1+1

m2
n1+1

n2 ;n1

n2
m1

m2

and A
(V,1,0)1PI

m1

m2+1
n1

n2+1
;n1

n2
m1

m2

. These involve in total three
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different sub-integrations from ΛR up to Λ. All other graphs are integrated from Λ0 down
to Λ, e.g.

A(2,2,0)1PI
m1n1;...;m4n4

[Λ] = −
∫ Λ0

Λ

dΛ′

Λ′
∑

p∈N2




����

���� �

�� ��

� ���

�� ��
��

� �m4

n4

m1 n1

n2

m2

m3
n3

p


[Λ′] . (2.18)

2.4 The power-counting estimation

Proposition 2 The previous integration procedure yields

∣∣A(V,B,g)
m1n1;...;mNnN

[Λ]
∣∣ ≤ (√

θΛ
)(4−N)+4(1−B−2g)

P 4V−N
[m1n1; . . . ;mNnN

θΛ2

]
P 2V−N

2

[
ln

Λ

ΛR

]
,

(2.19)

where P q[X] stands for a polynomial of degree q in X. The notation m1n1;...;mNnN

θΛ2 stands

for the set of ratios
m1

1

θΛ2 ,
m2

1

θΛ2 , . . . ,
n2

N

θΛ2 .

Idea of the proof. The cut-off propagator Qmn;kl(Λ) contains both an UV and an IR cut-
off, Qm1

m2
n1

n2 ; k1

k2
l1

l2
(Λ) 6= 0 only for θΛ2 < max(m1, . . . , l2) < 2θΛ2. The global maximum

of the propagator ∆mn;kl is at m = n = k = l = 0
0
. If Λ increases, at least one of the

indices of Qmn;kl must increase as well, resulting in a decrease of
∣∣Qmn;kl(Λ)

∣∣ with Λ. If we
normalise the volume of the support of Qmn;kl(Λ) with respect to a single index to θ2Λ4

(corresponding to a four-dimensional model), then

|Qmn;kl(Λ)| < C0

ΩθΛ2
δm+k,n+l . (2.20)

Thus, the propagator and the volume of a loop summation have the same power-counting
dimensions as a commutative φ4-model in momentum space, giving the total power-
counting degree 4−N for an N -point function.

This is (more or less, see below) correct for planar graphs. The scaling behaviour of
non-planar graphs is considerably improved by the anisotropy (or quasi-locality) of the
propagator:
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XXXXXz
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θ−1∆ 10
0

10+α
0 ; l+α

0
l
0

α

l

Ω = 0.1 µ0 = 0

(2.21)
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As a consequence, for given index m of the propagator Qmn;kl(Λ) =
��

��

n

lm

k

, the contribu-

tion to a graph is strongly suppressed unless the other index l on the trajectory through
m is close to m. Thus, the sum over l for given m converges and does not alter (apart
from a factor Ω−1) the power-counting behaviour of (2.20):

∑

l∈N2

(
max
n,k
|Qmn;kl(Λ)|

)
<

C1

θΩ2Λ2
. (2.22)

In a non-planar graph like the one in (2.18), the index n3—fixed as an external index—
localises the summation index p ≈ n3. Thus, we save one volume factor θ2Λ4 compared
with a true loop summation as in (2.17). In general, each hole in the Riemann surface
saves one volume factor, and each handle even saves two: In the genus-1 graph

∑

p,q,r∈N2

��
��

��
���	


��

����

���
��

m1n1

n2

m2

r

q p (2.23)

n2 is fixed as an external index, and the quasi-locality (2.21) implies n2 ≈ p ≈ q ≈ r.
Thus, instead of the two loops of a corresponding line graph, the non-planar ribbon graph
(2.23) does not require any volume factor in the power-counting estimation.

A more careful analysis of (2.7) shows that also planar graphs get suppressed with
∣∣Qm1

m2
n1

n2 ; k1

k2
l1

l2
(Λ)

∣∣ < C2

ΩθΛ2

∏2
i=1

(
max(mi,li)+1

θΛ2

) |mi−li|
2 , for mi ≤ ni, if the index along a tra-

jectory jumps. This leaves the functions A
(V,1,0)1PI
mn;nk;kl;lm, A

(V,1,0)1PI
m1

m2
n1

n2 ;n1

n2
m1

m2

, A
(V,1,0)1PI
m1+1

m2
n1+1

n2 ;n1

n2
m1

m2

and

A
(V,1,0)1PI

m1

m2+1
n1

n2+1
;n1

n2
m1

m2

as the only relevant or marginal ones. In these functions one has to use

a discrete version of the Taylor expansion,

∣∣∣Qm1

m2
n1

n2 ;n1

n2
m1

m2
(Λ)−Q 0

0
n1

n2 ;n1

n2
0
0

(Λ)
∣∣∣ < C3

ΩθΛ2

(max(m1,m2)

θΛ2

)
, (2.24)

∣∣∣Qm1

m2
n1

n2 ;n1

n2
m1

m2
(Λ)−Q 0

0
n1

n2 ;n1

n2
0
0

(Λ)−m1
(
Q 1

0
n1

n2 ;n1

n2
1
0

(Λ)−Q 0
0

n1

n2 ;n1

n2
0
0

(Λ)
)

−m2
(
Q 0

1
n1

n2 ;n1

n2
0
1

(Λ)−Q 0
0

n1

n2 ;n1

n2
0
0

(Λ)
)∣∣∣ < C4

ΩθΛ2

(max(m1,m2)

θΛ2

)2

,

(2.25)
∣∣∣Qm1+1

m2
n1+1

n2 ;n1

n2
m1

m2
(Λ)−

√
m1+1Q 1

0
n1+1

n2 ;n1

n2
0
0

(Λ)
∣∣∣ < C5

ΩθΛ2

(max(m1,m2)

θΛ2

) 3
2
. (2.26)

These estimations are traced back to the Meixner polynomials. The factor
√
m1 + 1 in

(2.26) is particularly remarkable. Any other Taylor subtraction (e.g. with prefactors
√
m1

or
√
m1+2) would kill the renormalisation proof.

These discrete Taylor subtractions are used in the integration from Λ0 down to Λ in
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prescriptions like (2.17):

−
∫ Λ0

Λ

dΛ′

Λ′
∑

p∈N2




��
��� ����	

���
���	��

��
���	 ���

m

m
k

k

l l

n n

p p −
��
��� ����	

���
���	��

��
���	 ���

m

m
k

k

l l

n n
0 0

0 0

p p


[Λ′]

=

∫ Λ0

Λ

dΛ′

Λ′

∫ Λ0

Λ′

dΛ′′

Λ′′
∑

p∈N2

(
(Qnp;pn −Q0p;p0)(Λ

′)Qlp;pl(Λ
′′)

+Q0p;p0(Λ
′)(Qlp;pl −Q0p;p0)(Λ

′′)
)
∼ C(‖n‖+ ‖l‖)

θΩ2Λ2
. (2.27)

Factors like ‖n‖
θΛ2 and ‖l‖

θΛ2 in (2.27) are responsible for the appearance of the polynomial
P 4V−N[

m1n1;...;mNnN

θΛ2

]
in (2.19). ¤

Thus, decomposing (similar as in the BPHZ subtraction) in planar 2- and 4-point
functions the propagators into reference propagators at zero-indices and an irrelevant
part, we have

A
(V,1,0)
m1

m2
n1

n2 ; k1

k2
l1

l2

=
{
A

(V,1,0)
0
0

0
0
; 0
0

0
0

+m1
(
A

(V,1,0)
1
0

0
0
; 0
0

1
0

− A(V,1,0)
0
0

0
0
; 0
0

0
0

)
+ n1

(
A

(V,1,0)
0
0

1
0
; 1
0

0
0

− A(V,1,0)
0
0

0
0
; 0
0

0
0

)

+m2
(
A

(V,1,0)
0
1

0
0
; 0
0

0
1

− A(V,1,0)
0
0

0
0
; 0
0

0
0

)
+ n2

(
A

(V,1,0)
0
0

0
1
; 0
1

0
0

− A(V,1,0)
0
0

0
0
; 0
0

0
0

)}
δm1l1δn1k1δm2l2δn2k2

+ A
(V,1,0)
1
0

1
0
; 0
0

0
0

(√
k1l1δm1+1,l1δn1+1,k1δm2l2δn2k2 +

√
m1n1δm1−1,l1δn1−1,k1δm2l2δn2k2

)

+ A
(V,1,0)
0
1

0
1
; 0
0

0
0

(√
k2l2δm2+1,l2δn2+1,k2δm1l1δn1k1 +

√
m2n2δm2−1,21δn2−1,k2δm1l1δn1k1

)

+ irrelevant part , (2.28)

A(V,1,0)
m1n1;...;m4n4

= A
(V,1,0)
00;...;00

(
1
6
δn1m2δn2m3δn3m4δn4m1 + 5 perms

)
+ irrelevant part . (2.29)

We conclude that there are four independent relevant/marginal interaction coefficients:

ρ1[Λ] = A
(V,1,0)
0
0

0
0
; 0
0

0
0

[Λ] , ρ2[Λ] = A
(V,1,0)
1
0

0
0
; 0
0

1
0

− A(V,1,0)
0
0

0
0
; 0
0

0
0

[Λ] ,

ρ3[Λ] = A
(V,1,0)
1
0

1
0
; 0
0

0
0

[Λ] = A
(V,1,0)
0
1

0
1
; 0
0

0
0

[Λ] , ρ4[Λ] = A
(V,1,0)
0
0

0
0
; 0
0

0
0
; 0
0

0
0
; 0
0

0
0

[Λ] . (2.30)

At Λ = Λ0 we recover the same index structure as in the initial action (2.3), (2.4),
identifying ρa[Λ0] ≡ ρ0

a as functions of the parameters µ0, θ,Ω, λ. Together with the
Λ0-independence of Proposition 2, this already ensures the renormalisation of the model
[KKS92]. However, we would also like to control the limit Λ0 →∞.

2.5 Removal of the cut-off

For given data Λ0, ρ
0
a, the integration of the Polchinski equation yields the coefficients

A
(V,B,g)
m1n1;...;mNnN [Λ,Λ0, ρ

0
a] and thus, via (2.30), ρb[Λ,Λ0, ρ

0
a]. Now, according to Section 2.3,

in particular (2.17), we keep ρb[ΛR,Λ0, ρ
0
a] constant when varying Λ0. This leads to the

identity

L[φ,ΛR,Λ
′
0, ρ

0[Λ′0]]− L[φ,ΛR,Λ
′′
0, ρ

0[Λ′′0]] =

∫ Λ′0

Λ′′0

dΛ0

Λ0

R[φ,ΛR,Λ0, ρ
0[Λ0]] , (2.31)
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R[φ,Λ,Λ0, ρ
0] := Λ0

∂L[φ,Λ,Λ0, ρ
0]

∂Λ0

−
4∑

b=1

Hb[Λ,Λ0, ρ
0] Λ0

∂ρb[Λ,Λ0, ρ
0]

∂Λ0

, (2.32)

Hb[Λ,Λ0, ρ
0] :=

4∑
a=1

∂L[φ,Λ,Λ0, ρ
0]

∂ρ0
a

∂ρ0
a

∂ρb[Λ,Λ0, ρ0]
. (2.33)

From (2.11) one derives flow equations for the coefficients of R and Ha:

Λ
∂R

∂Λ
= M [L,R]−

4∑
a=1

HaMa[L,R] , Λ
∂Ha

∂Λ
= M [L,Ha]−

4∑

b=1

HbMb[L,H
a] , (2.34)

for certain functions M,Ma which are linear in the second argument. We only have initial
conditions at Λ0 for these coefficients, thus the integration must always be performed
from Λ0 down to Λ. Fortunately, there are (by construction) remarkable cancellations in
the rhs of (2.34) so that relevant contributions never appear. One proves

Proposition 3

∣∣Ha(V,B,g)
m1n1;...;mNnN

[Λ,Λ0, ρ0]
∣∣

≤ (√
θΛ

)(4−N−2δa1)+4(1−B−2g)
P 4V−N

[m1n1; . . . ;mNnN
θΛ2

]
P 2V+1+δa4−N

2

[
ln

Λ

ΛR

]
, (2.35)

∣∣R(V,B,g)
m1n1;...;mNnN

[Λ,Λ0, ρ0]
∣∣

≤
(Λ2

Λ2
0

)(√
θΛ

)(4−N)+4(1−B−2g)
P 4V−N

[m1n1; . . . ;mNnN
θΛ2

]
P 2V−N

2

[
ln

Λ0

ΛR

]
. (2.36)

I give the main ideas of the proof of (2.36). First, R
(1,1,0)
m1n1;...;m4n4 ≡ 0, because the φ4-vertex

is scale-independent, which leads to a vanishing coefficient according to (2.32). Then,

as R
(1,1,0)
m1n1;...;m4n4 appears in each term on the rhs of the first differential equation (2.34)

for the 2-vertex six-point function and the 1-vertex two-point function, the coefficients
R

(2,1,0)
m1n1;...;m6n6 , R

(1,1,0)
m1n1;m2n2 and R

(1,2,0)
m1n1;m2n2 are Λ-independent. Next, one derives e.g.

R(2,1,0)
m1n1;...;m6n6

[Λ0,Λ0, ρ
0] = −

(
Λ
∂

∂Λ
A(2,1,0)
m1n1;...;m6n6

[Λ,Λ0, ρ
0]

)
Λ=Λ0

∼ C

θΛ2
0

, (2.37)

where the scaling behaviour follows from (2.19). Since the first differential equation (2.34)
is linear in R and relevant coefficients are projected away, the relative factor Λ2

Λ2
0

between

|A[Λ]| and |R[Λ]| which first appears in (2.37) and similarly in R
(1,1,0)
m1n1;m2n2 , R

(1,2,0)
m1n1;m2n2

survives to all R-coefficients. By integration of (2.31) we thus obtain

Theorem 4 The duality-covariant noncommutative φ4-model is (order by order in the
coupling constant) renormalisable

• by an adjustment of the initial coefficients ρ0
a[Λ0] to give renormalised constant

couplings ρRa = ρa[ΛR,Λ0, ρ
0
b [Λ0]], and

• by the corresponding integration of the flow equations.
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The limit A(V,B,g)
m1n1;...;mNnN

[ΛR,∞] := lim
Λ0→∞

A(V,B,g)
m1n1;...;mNnN

[ΛR,Λ0, ρ
0[Λ0]] of the expansion

coefficients of the effective action L[φ,ΛR,Λ0, ρ
0[Λ0]] exists and satisfies

∣∣∣(2πθ)N
2
−2A(V,B,g)

m1n1;...;mNnN
[ΛR,∞]− (2πθ)

N
2
−2A(V,B,g)

m1n1;...;mNnN
[ΛR,Λ0, ρ

0]
∣∣∣

≤ Λ6−N
R

Λ2
0

( 1

θ2Λ4
R

)B+2g−1

P 4V−N
[m1n1; . . . ;mNnN

θΛ2
R

]
P 2V−N

2

[
ln

Λ0

ΛR

]
. (2.38)

2.6 Renormalisation group equation

Knowing the relevant/marginal couplings, we can compute Feynman graphs with sharp
matrix cut-off N . The most important question concerns the β-functions appearing in the
renormalisation group equation, which describe the cut-off dependence of the expansion
coefficients Γm1n1;...;mNnN

of the effective action when imposing normalisation conditions
for the relevant and marginal couplings. We have

lim
N→∞

(
N ∂

∂N +Nγ + µ2
0βµ0

∂

∂µ2
0

+ βλ
∂

∂λ
+ βΩ

∂

∂Ω

)
Γm1n1;...;mNnN

[µ0, λ,Ω,N ] = 0 ,

(2.39)

where

βλ = N ∂

∂N
(
λ[µphys, λphys,Ωphys,N ]

)
, βΩ = N ∂

∂N
(
Ω[µphys, λphys,Ωphys,N ]

)
,

βµ0 =
N
µ2

0

∂

∂N
(
µ2

0[µphys, λphys,Ωphys,N ]
)
, γ = N ∂

∂N
(

lnZ[µphys, λphys,Ωphys,N ]
)
.

(2.40)

Here, Z is the wavefunction renormalisation. To one-loop order we find

βλ =
λ2

phys

48π2

(1−Ω2
phys)

(1+Ω2
phys)

3
, βΩ =

λphysΩphys

96π2

(1−Ω2
phys)

(1+Ω2
phys)

3
,

βµ0 = −
λphys

(
4N ln(2) +

(8+θµ2
phys)Ω

2
phys

(1+Ω2
phys)

2

)

48π2θµ2
phys(1+Ω2

phys)
, γ =

λphys

96π2

Ω2
phys

(1+Ω2
phys)

3
. (2.41)

There are two remarkable special cases. First, for Ω = 1, which corresponds to a self-dual
model according to (1.7), we have βλ = βΩ = 0. This is true to all orders for βΩ and
conjectured for βλ due to the resemblance of the duality-invariant theory with the exactly
solvable models discussed in [LSZ04]. Second, βΩ also vanishes in the limit Ω→ 0, which
defines the standard noncommutative φ4-quantum field theory. Thus, the limit Ω → 0
exists at least at the one-loop level.

2.7 The two-dimensional case

Repeating the renormalisation group analysis for the two-dimensional duality-covariant
φ4-action, one obtains the following power-counting estimation for the expansion coeffi-
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cients of the effective action:

∣∣A(V,B,g)
m1n1;...;mNnN

[Λ]
∣∣
D=2
≤

( 1

θΛ2

)(V−1)+(B+2g−1) ( 1

Ω

)3V−N
2
−2+B+2g

× P V−N
2
−B−2g+2

[m1n1; . . . ;mNnN
θΛ2

]
P 2V−N

2

[
ln

Λ

ΛR

]
. (2.42)

The only marginal graphs are the one-loop planar two-point graphs

Λ
∂

∂Λ
A(1,1,0)
mn;nm[Λ] =




∞∑

l=0

��
��� ����	

��
��

m

n
n

m

l




[Λ] +
(
m↔ n

)
. (2.43)

Due to the matrix indices these graphs still represent an infinite number of divergent
graphs. Again, the leading divergence is captured by the reference graph with m = n = 0
in (2.43) whereas the difference between (2.43) and the reference graph is irrelevant.

It is important to notice that we do not need a normalisation condition for the oscillator
frequency. This makes it possible to use the harmonic oscillator potential as a regulator.
The estimation (2.42) is obtained by integrating the Polchinski equation for a fixed scale
Λ0 and a fixed frequency Ω. It turns out that relating Ω to Λ0 according to Ω[Λ0] =(
1 + ln Λ0

ΛR

)−1
, the limit Λ0 → ∞ still exists. In this way, the standard noncommutative

φ4-theory (without oscillator term) is constructed as the limit of a sequence of duality-
covariant φ4-models which converges with Λ−2

0 .
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3 The duality-covariant noncommutative φ4-model

3.1 The noncommutative RD

The noncommutative RD, D = 2, 4, 6, . . . , also referred to as the D-dimensional Moyal
[Moy49] plane, is defined as the algebra RDθ which as a vector space is given by the space
S(RD) of (complex-valued) Schwartz class functions of rapid decay, equipped with the
multiplication rule [GBV88]

(a ? b)(x) =

∫
dDk

(2π)D

∫
dDy a(x+1

2
θ·k) b(x+y) eik·y , (3.1)

(θ·k)µ = θµνkν , k·y = kµy
µ , θµν = −θνµ .

The entries θµν in (3.1) have the dimension of an area. Generalisations of (3.1) to de-
formations of C∗-algebras are considered in [Rie93]. For some historical remarks, see
Appendix A.1.

Using the identity
∫

dDk
(2π)D eik·(x−y) = δ(x − y) it is not difficult to prove that the

?-product (3.1) is associative ((a ? b) ? c)(x) = (a ? (b ? c))(x) and non-commutative,
a ? b 6= b ? a. Moreover, complex conjugation is an involution, a ? b = b ? a. One has the
important property

∫
dDx (a ? b)(x) =

∫
dDx a(x)b(x) . (3.2)

Partial derivatives are derivations, ∂µ(a ? b) = (∂µa) ? b + a ? (∂µb). For various proofs
(such as in [GGBI+04]) one needs the fact that for each f ∈ RDθ there exist f1, f2 ∈ RDθ
with f = f1 ? f2, see [GBV88].

There is a (unfortunately more popular) different version of the ?-product,

(a ? b)(x) = exp
(
iθµν

∂

∂yµ
∂

∂zν

)
a(y)b(z)

∣∣∣
y=z=x

, (3.3)

which is obtained by the following steps from (3.1):

• Taylor expansion of a(x+ 1
2
θ·k) about k = 0

• repeated representation of kµe
ik·y = −i ∂

∂yµ eik·y

• integration by parts in y

• k-integration yielding
∫

dDk
(2π)D eik·y = δ(y)

• y-integration

Of course, as the Taylor expansion is involved, at least one of the functions a, b has to be
analytic. Actually, the formula (3.3) is an asymptotic expansion of the ?-product (3.1)
which becomes exact under the conditions given in [EGBV89]. I would like to stress that
the most important property concerning physics is the non-locality of the ?-product (3.1),
not its non-commutativity. To the value of a? b at the point x there contribute individual
values of the functions a, b far away from x. This non-locality is hidden in (3.3): At
first sight it seems to be local, as only the derivatives of a, b at x contribute to (a ? b)(x).
However, the point is that analyticity is required, where the information about a functions
is not localised at all.
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A third version of the ?-product which is particularly useful for field theory in mo-
mentum space is obtained by expressing on the rhs of (3.1) the functions by their Fourier
transformation10. This yields

(a ? b)(x) =

∫
dDp

(2π)D
e−ipx

∫
dDq

(2π)D
e−

i
2
θµνpµqν â(p−q)b̂(q) . (3.4)

Being a non-compact space, the noncommutative RD cannot have a unit. For various
reasons, the restriction of the ?-product to Schwartz class functions should be relaxed.
That extension to tempered distribution was performed in [GBV88]. A good summary is
the appendix of [GBLMV02]. Since (3.1) is smooth, for T being a tempered distribution
and f, g ∈ S(RD) one defines the product T ? f via

〈T ? f, g〉 := 〈T, f ? g〉 , (3.5)

and similarly for f ? T . Both T ? f and f ? T are smooth functions [GBV88], but not
necessarily of Schwartz class. The set of those T for which T ? f is of Schwartz class is
the left multiplier algebra ML(RDθ ), and similarly for MR(RDθ ) (which is different). Then,
the Moyal algebra is defined as M(RDθ ) := ML(RDθ ) ∩ MR(RDθ ). It is a unital algebra
(in fact the largest compactification of RDθ ) and contains also the coordinate functions
xµ and the “plane waves” eipµxµ

. In fact, the famous commutation relation [xµ, xν ] =
iθµν holds in M(RDθ ) and not in RDθ . The Moyal algebra is huge so that for practical
purposes appropriate subalgebras must be considered [GBV88, GGBI+04]. There are
several surprises on M(RDθ ): For instance, the Dirac δ-distribution belongs to M(RDθ ),

with δ ? δ = 2D

det θ
1. On the other hand, e

2i
a
x1x2 ∈M(R2

θ) iff |a| 6= θ1, θ := θ12 = −θ21. This
proves, by the way, that for different θ the Moyal algebras M(RDθ ) are different.

Most calculations on the Moyal plane simplify considerably in an adapted coordinate
frame. For our purpose we loose nothing in placing ourselves into a coordinate system in
which θ has in D dimensions the form

θµν =




θ1 0 . . . 0
0 θ2 . . . 0
...

...
. . .

...
0 0 . . . θ D

2


 , θi =

(
0 θi
−θi 0

)
. (3.6)

Traditionally, physicists expand the algebra RDθ into the Weyl basis (plane waves)
eipµxµ

, which has the advantage that the resulting computations are similar to the usual
treatment of commutative field theories in momentum space. For both mathematical
investigations (see e.g. [GBV88, GGBI+04]) and our renormalisability proof it is, however,
much more convenient to use the harmonic oscillator basis given by the eigentransitions
of the Hamiltonian H = 1

2
xµx

µ. Thus, in D = 2 dimensions, we have

H ? fm1n1 = θ1(m
1 + 1

2
)fm1n1 , fm1n1 ? H = θ1(n

1 + 1
2
)fm1n1 . (3.7)

10I use the convention that f(x) =
∫

dDp
(2π)D e−ipxf̂(p) and f̂(p) =

∫
dDx eipxf(x).
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These eigentransitions are given by

fm1n1 =
2√

n1!m1! θm
1+n1

1

ā?m ? e
− 2H

θ1 ? a?n , (3.8)

where a = 1√
2
(x1 + ix2) and ā = 1√

2
(x1 − ix2). I derive these (and other useful) formulae

in Appendix B.1 following the presentation in [GBV88]. In particular, the fm1n1 are given
by Laguerre polynomials in radial direction and Fourier modes in angular direction, see
(B.12), and correspond to the transition between levels of the harmonic oscillator as first
derived in [BM49].

Further, we note that the fm1n1 are also the common eigenfunctions of the Landau
Hamiltonian

H±
L =

1

2
(i∂µ ± Aµ)(i∂µ ± Aµ) , Aµ =

1

2
Bµνx

ν . (3.9)

If Bµν = 4(θ−1)µν , and thus B := 4
θ1

, one has

H+
L fm1n1 = B(m1 + 1

2
)fm1n1 , H−

L fm1n1 = B(n1 + 1
2
)fm1n1 . (3.10)

Thus, the harmonic oscillator basis has the additional merit of diagonalising the Landau
Hamiltonian. This observation was the starting point of various exact solutions of
quantum field theories on noncommutative phase space [Lan03, LSZ03, LSZ04].

Due to the choice (3.6), the D-dimensional generalisation of the harmonic oscillator
base of RDθ is

bmn(x) = fm1n1(x1, x2) fm2n2(x3, x4) . . . fmD/2nD/2(xD−1, xD) , (3.11)

N
D
2 3 m ≡

m1

m2

.

..

mD/2

, N
D
2 3 n ≡

n1

n2

.

..

nD/2

. (3.12)

The identification (3.12) will frequently be used in this Habilitation thesis, in particular
in D = 4 dimensions. As we derive in Appendix B.1, this base satisfies

(bmn ? bkl)(x) = δnkbml(x) ,

∫
dDx bmn = (2π)D/2

√
det θδmn . (3.13)

Thus, the fm1n1 behave like infinite standard matrices with entry 1 at the intersection of
the (m1 + 1)th row with the (l1 + 1)th column, and with entry 0 everywhere else. In fact,
the decomposition

R2
θ 3 a(x) =

∞∑

m1,n1=0

am1n1fm1n1(x) (3.14)

defines a Fréchet algebra isomorphism between R2
θ and the matrix algebra of rapidly

decreasing double sequences {am1n1} for which

rk(a) :=
( ∞∑

m1,n1=0

θ2k
1 (m1 + 1

2
)k(n1 + 1

2
)k|am1n1|2

) 1
2

(3.15)
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is finite for all k ∈ N, see [GBV88].
For more information about the noncommutative RD I refer to [GBV88, VGB88,

GGBI+04].

The Moyal plane is closely related to the noncommutative torus, which is the best-
studied noncommutative space [Con80, Rie81]. A basis for the algebra TDθ of the non-
commutative D-torus is given by unitarities Up labelled by p = {pµ} ∈ ZD, with
Up(Up)∗ = (Up)∗Up = 1. The multiplication is defined by

UpU q = eiπθµνpµqνUp+q , µ, ν = 1, . . . , D , θµν = −θνµ ∈ R . (3.16)

Elements a ∈ Tdθ have the following form:

a =
∑

p∈Zd

apU
p , ap ∈ C , ‖p‖n|ap| → 0 for ‖p‖ → ∞ . (3.17)

If θµν /∈ Q (irrational case) one can define partial derivatives

∂µU
p := −ipµU

p , (3.18)

which satisfy the Leibniz rule and Stokes’ law with respect to the integral
∫
a = a0 , (3.19)

where a is given by (3.17).
An excellent presentation of the noncommutative torus was given by Rieffel [Rie90].

3.2 Field theory on noncommutative RD

A field theory is defined by an action functional. The most natural action from the point
of view of noncommutative geometry is U(N) Yang-Mills theory in four dimensions:

SYM[A] =

∫
d4x trMN (C)

( 1

4g2
Fµν ? F

µν
)
, (3.20)

Fµν = ∂µAν − ∂νAµ − i(Aµ ? Aν − Aν ? Aµ) , Aµ = A∗µ ∈ R4
θ ⊗MN(C) . (3.21)

This action arises from the Connes-Lott action functional [Gay03] and the spectral action
principle [Vas04, GI04] as well as in the zero-slope limit of string theory [SW99]. For
quantum field theory it has to be extended—as usual—by the ghost sector:

Sgf =

∫
d4x trMN (C)

(
s
{
c̄ ? ∂µA

µ +
α

2
c̄ ? B + ρµ ? Aµ + σ ? c

})
, (3.22)

where α is the gauge parameter. The components of c̄, c, ρµ are anticommuting fields and
the graded BRST differential s [BRS76] (which commutes with ∂µ) is defined by

sAµ = ∂µc− i(Aµ ? c− c ? Aµ) , sc = ic ? c ,

sc̄ = B , sB = sρµ = sσ = 0 . (3.23)
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The external fields ρµ and σ are the Batalin-Vilkovisky antifields [BV81] relative to Aµ
and c, respectively. For N = 1, one-loop renormalisability of the quantum field theory
associated with the action SYM + Sgf was proven in [MSR99].

Note that each θi in (3.6) is invariant under two-dimensional rotations. This means
that action functionals which involve the ?-product like (3.20) are invariant under the

subgroup
(
SO(2)

)D
2 of the D-dimensional rotation group SO(D).

The Yang-Mills action (3.20) suggests that action functionals for field theories on RDθ
are simply obtained by replacing the ordinary (commutative) product of functions on
Euclidean space by the ?-product (3.1). This procedure leads to the following action for
noncommutative φ4-theory:

S[φ] :=

∫
dDx

(1

2
∂µφ ? ∂

µφ+
1

2
m2φ ? φ+

λ

4!
φ ? φ ? φ ? φ

)
(x) . (3.24)

It must be stressed, however, that this is a formal procedure and that—in contrast to
the Yang-Mills action (3.20)—the scalar field action (3.24) does not directly follow from
noncommutative geometry or the scaling limit of string theory [SW99]. In fact, I am
going to prove that it has to be extended according to Theorem 1 on page 5.

It was pointed out by Langmann and Szabo [LS02a] that the ?-product interaction is
(up to rescaling) invariant under a duality transformation between positions and momenta.
Indeed, using a modified Fourier transformation φ̂(pa) =

∫
d4x e(−1)aipa,µx

µ
aφ(xa), where

the subscript a refers to the cyclic order in the ?-product, one obtains from the definitions
(3.1) and (3.4) and the reality φ(x) = φ(x) the representation

Sint[φ;λ] =

∫
d4x

λ

4!
(φ ? φ ? φ ? φ)(x)

=

∫ ( 4∏
a=1

d4xa

)
φ(x1)φ(x2)φ(x3)φ(x4)V (x1, x2, x3, x4) (3.25a)

=

∫ ( 4∏
a=1

d4pa
(2π)4

)
φ̂(p1)φ̂(p2)φ̂(p3)φ̂(p4) V̂ (p1, p2, p3, p4) , (3.25b)

with

V̂ (p1, p2, p3, p4) =
λ

4!
(2π)4δ4(p1−p2+p3−p4) cos

(
1
2
θµν(p1,µp2,ν + p3,µp4,ν)

)
, (3.26a)

V (x1, x2, x3, x4) =
λ

4!

1

π4 det θ
δ4(x1−x2+x3−x4) cos

(
2(θ−1)µν(x

µ
1x

ν
2 + xµ3x

ν
4)

)
. (3.26b)

Thus, the replacements

φ̂(p)↔ π2
√
| det θ| φ(x) , pµ ↔ x̃µ := 2(θ−1)µνx

ν , (3.27)

exchange the a,b-versions of (3.25) and (3.26).
On the other hand, the usual free scalar field action given by λ = 0 in (3.24) is not

invariant under that duality transformation. In order to achieve this we have to extend
the free scalar field action by a harmonic oscillator potential:

Sfree[φ;µ,Ω0] =

∫
d4x

(1

2
(∂µφ) ? (∂µφ) +

Ω2

2
(x̃µφ) ? (x̃µφ) +

µ2
0

2
φ ? φ

)
(x) . (3.28)
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Of course, the oscillator potential breaks translation invariance. For complex scalar fields
ϕ of electric charge Ω, another possibility is given by a constant external magnetic field
Bµν = 4(θ−1)µν via the covariant derivative Dµϕ := ∂µϕ+ iΩAµϕ, with Aµ = 1

2
Bµνx

ν :

SBfree[ϕ;µ0,Ω] =

∫
d4x

(1

2
(Dµϕ)∗ ? (Dµϕ) +

µ2
0

2
ϕ∗ ? ϕ

)
(x) . (3.29)

Adding the interaction term Sint[ϕ;λ] = λ
4!

∫
d4xϕ ? ϕ∗ ? ϕ ? ϕ∗, the quantum field theory

associated with the magnetic field action (3.29) was analysed and for Ω = 1 exactly solved
in [LSZ03, LSZ04]. Note that

Sfree[φ1;µ0,Ω] + Sfree[φ2;µ0,Ω] =
1

2
SBfree[φ1+iφ2;µ0,Ω] +

1

2
SBfree[φ1+iφ2;µ0,−Ω] . (3.30)

The interaction mixes φ1, φ2, though.
Now, under the transformation (3.27) one has for the total action (1.5)

S
[
φ;µ0, λ,Ω

] 7→ Ω2S
[
φ;
µ0

Ω
,
λ

Ω2
,
1

Ω

]
, (3.31)

and accordingly for SBfree[ϕ,Ω]+Sint[ϕ, λ]. In the special case Ω = 1 the action S[φ;µ0, λ, 1]
is invariant under the duality (3.27) and can be written as a standard matrix model. This
was exploited in [LSZ03, LSZ04].

Before starting to analyse the duality-covariant model I would like to make some
comments on the quantum field theory associated with the action (3.24). As usual, the
Euclidean quantum field theory is (formally) defined via the partition function,

Z[J ] :=

∫
D[φ] e−S[φ]−R

dDx J(x)φ(x) . (3.32)

We suppose here that the fields are expanded in the Weyl basis φ(x) =
∫

dDp
(2π)D φ(p)eipx,

where φ(p) are commuting amplitudes of rapid decay in ‖p‖ and eipx is the base of an
appropriate subalgebra of the Moyal algebra M(RDθ ) (see page 24). Then, the “measure”
of the functional integration is formally defined as D[φ] =

∏
p∈RD dφ(p).

As usual, the integral (3.32) is solved perturbatively about the solution of the free
theory given by λ = 0. The solution is conveniently organised by Feynman graphs built
according to Feynman rules out of propagators and vertices. For the noncommutative
scalar field action (3.24), the representation (3.4) leads to the following rules:

• Due to (3.2), the propagator is unchanged compared with commutative φ4-theory,
but for later purpose written in double line notation:

p
=

1

p2 +m2
. (3.33)

• The vertices receive phase factors [Fil96] which depend on the cyclic order of the
legs:

¡
¡¡
¡

@
@
@

@

@
@@
@

¡
¡¡
¡

p1

p4

p3

p2 =
λ

4!
e−

i
2

P
i<j p

µ
i p

ν
j θµν . (3.34)

There is momentum conservation p1 + p2 + p3 + p4 = 0 at each vertex (due to
translation invariance of (3.24)).
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The double line notation reflects the fact that the vertex (3.34) is invariant only under
cyclic permutations of the legs (using momentum conservation). The resulting Feynman
graphs are ribbon graphs [Haw99, CR00] which depend crucially on how the valences of
the vertices are connected. For planar graphs the total phase factor of the integrand is
independent of internal momenta, whereas non-planar graphs have a total phase factor
which involves internal momenta. Planar graphs are integrated as usual and give (up to
symmetry factors) the same divergences as commutative φ4-theory [Fil96]. One would
remove these divergences as usual by appropriate normalisation conditions for physical
correlation functions. Non-planar graphs require a separate treatment.

I refrain from evaluating the standard one-loop graphs which is done in hundreds of
papers. Instead, I review the main ideas of the remarkable power-counting analysis of
Chepelev and Roiban [CR00, CR01]. First, there is a closed formula for the integral
associated to a noncommutative Feynman graph in terms of the intersection matrices
I, J,K which encode the phase factors and the incidence matrix E . We give an orientation
to each inner line l and let kl be the momentum flowing through the line l. For each vertex
v we define11

Evl =





1 if l leaves from v ,

−1 if l arrives at v ,

0 if l is not attached to v .

(3.35)

We let Pv be the total external momentum flowing into the vertex v. Restricting ourselves
to 4 dimensions, an 1PI (one-particle irreducible) Feynman graph G with I internal lines
and V vertices gives rise to the integral

IG(P ) =

∫ I∏

l=1

d4kl
(k2
l +m2)

V∏
v=1

(2π)4δ
(
Pv −

l∑

l=1

Evlkl
)

× exp iθµν

( I∑
m,n=1

Imnkµmk
ν
n +

I∑
m=1

V∑
v=1

JmvkµmP
ν
v +

V∑
v,w=1

KvwP µ
v P

ν
w

)
. (3.36)

One can show that Imn, Jmv, Kvw ∈ {1,−1, 0} after use of momentum conservation [Fil96].

Next, one introduces Schwinger parameters 1
k2+m2 =

∫
dα e−α(k2+m2) and the identity

(2π)4δ(qv) =
∫
d4yv eiyvqv for each vertex in (3.36), then complete the squares in k and

performs the Gaußian k-integrations12. Writing yv̄ = yV + zv̄ for v̄ = 1, . . . , V−1 one
has

∑V
v=1 yvEvl =

∑V−1
v̄=1 zv̄Ē v̄l. The yV -integration yields the overall momentum conser-

vation. It remains to complete the squares for zv̄ and finally to evaluate the Gaußian

11We assume that tadpoles (a line starting and ending at the same vertex) are absent. In the final
formula they can be taken into account [CR01].

12This means that the order of integrations is exchanged in an integral which is in general not absolutely
convergent. Thus, the result (3.37) is based on a certain limiting procedure, which is not necessarily
unique. That leaves the possibility of circumventing the UV/IR-problems arising from (3.37) by different
limiting procedures. This observation was the starting point for my work.
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zv-integrations. The result is [CR00]

IG(P ) = (2π)4δ
( V∑
v=1

Pv

) 1

16Iπ2L
exp

(
iθµν

V∑
v,w=1

KvwP µ
v P

ν
w

)

×
∫ ∞

0

I∏

l=1

dαl
e−

PI
l=1 αlm

2

√
detA detB exp

(
− 1

4
(JP̃ )TA−1(JP̃ )

+
1

4

(ĒA−1(JP̃ ) + 2iP ′
)TB−1

(ĒA−1(JP̃ ) + 2iP ′
))

, (3.37)

where

Amnµν := αmδ
mnδµν − iImnθµν , (JP̃ )mµ :=

V∑
v=1

JmvθµνP
ν
v ,

Ē v̄l := Ev̄l for v̄ = 1, . . . , V−1 , P ′v̄µ := P µ
v̄ for v̄ = 1, . . . , V−1 ,

Bv̄w̄µν :=
I∑

m,n=1

Ē v̄m(A−1)µνmnĒ w̄n . (3.38)

The formula (3.37) is referred to as the parametric integral representation of a noncom-
mutative Feynman graph. See also [MVRS00]. Actually, [CR01] treats a more general
case where also derivative couplings are admitted.

Possible divergences of (3.37) show up in the αi → 0 behaviour13. In order to analyse
them one reparametrises the integration domain in (3.37), similar to the usual procedure
described in [IZ80]. For each Hepp sector [Hep66]

απ1 ≤ απ2 ≤ · · · ≤ απI
related to a permutation π of 1, . . . , I (3.39)

one defines απi
=

∏I
j=i β

2
j , with 0 ≤ βI < ∞ and 0 ≤ βj ≤ 1 for j 6= I. The leading

contribution for small βj has a topological interpretation.
A ribbon graph can be drawn on a genus-g Riemann surface with possibly several

holes to which the external legs are attached [CR00, CR01]. I will say more on ribbon
graphs on Riemann surfaces in Section 4.3 starting on page 42. I will explain, in par-
ticular, how a ribbon graph G defines a Riemann surface. On such a Riemann surface
one considers cycles, i.e. equivalence classes of closed paths which cannot be contracted
to a point. According to homological algebra [Spr81], one actually factorises with respect
to commutants, i.e. one considers the path aba−1b−1 involving two cycles a, b as trivial.
We let cG(Gi) be the number of non-trivial cycles of the ribbon graph G wrapped by the
subgraph Gi. Next, there may exist external lines m,n such that the graph obtained by
connecting m,n has to be drawn on a Riemann surface of genus gmn > g. If this happens
one declares an index j(G) = 1, otherwise j(G) = 0. The index extends to subgraphs by
defining jG(Gi) = 1 if there are external lines m,n of G which are already attached to Gi
so that the line connecting m,n wraps a cycle of the additional genus g → gmn of G.

Now we can formulate the relation between the parametric integral representation
and the topology of the ribbon graph. Each sector (3.39) of the α-parameters defines

13The mass term regularises the α→∞ behaviour of (3.37). It should be possible to proceed accord-
ingly for massless models using Lowenstein’s trick of auxiliary masses [Low76].
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a sequence of (possibly disconnected) subgraphs G1 ⊂ G2 ⊂ · · · ⊂ GI = G, where Gi is
made of the i double-lines π1, . . . , πi and the vertices to which these lines are attached.
If Gi forms Li loops it has a power-counting degree of divergence ωi = 4Li − 2i. Using
sophisticated mathematical techniques on determinants (e.g. Cauchy-Binet theorem and
Jacobi ratio theorem), Chepelev and Roiban have derived in [CR01] the following leading
contribution to the integral:

IG(P ) = (2π)4δ
( V∑
v=1

Pv

) 1

8Iπ2L(det θ)g
exp

(
iθµν

V∑
v,w=1

KvwP µ
v P

ν
w

)

×
∑

Hepp sectors

∫ ∞

0

dβI e−β
2
Im

2

β
1+ωI−4cG(G)
I

∫ 1

0

( I−1∏
i=1

dβi

β
1+ωi−4cG(Gi)
i

)

× exp
(
−fπ(P )

I∏
i=1

1

β2jG(Gi)

)(
1 +O(β2)

)
, (3.40)

where fπ(P ) ≥ 0, with equality for exceptional momenta. In order to obtain a finite
integral IG, one obviously needs

1. ωi − 4cG(Gi) < 0 for all i if j(G) = 0 or j(G) = 1 but the external momenta are
exceptional, or

2. ωi − 4cG(Gi) < 0 or jG(Gi) = 1 for all i if j(G) = 1 and the external momenta are
non-exceptional.

There are two types of divergences where these conditions are violated.
First let the non-planarity be due to internal lines only, j(G) = 0. Since the total graph

G is non-planar, one has cG(G) > 0 and therefore no superficial divergence. However,
there might exist subgraphs Gi related to a Hepp sector of integration (3.39) where ωi −
4cG(Gi) ≥ 0. Such a situation requires disconnected14 loops wrapping the same handle of
the Riemann surface. In this case the integral (3.37) does not exist unless one introduces
a regulator. The problem is that such a subdivergence may appear in graphs with an
arbitrary number of external lines. In the commutative theory this also happens, but
there one renormalise already the subdivergence. This procedure is based on normalisation
conditions, which can only be imposed for local divergences. Since a non-planar graph
wrapping a handle of a Riemann surface is clearly a non-local object (it cannot be reduced
to a point, i.e. a counterterm vertex), it is not possible in the noncommutative case to
remove that subdivergence. We are thus forced to use normalisation conditions for the
total graph, but as the problem is independent of the number of external legs of the
total graph, we finally need an infinite number of normalisation conditions. Hence, the
model is not renormalisable in the standard way. This is the UV/IR-mixing problem.

14I have the impression that the problem with disconnected graphs as discovered by Chepelev and
Roiban is completely ignored in the recent literature. Therefore, I have to stress the following: In renor-
malisation schemes for noncommutative quantum field theories which are based on the forest formula, it
is not possible to restrict oneself to connected graphs. The reason is that, in contrast to the commutative
situation, disconnected subgraphs can be coupled in the noncommutative case via the topology of the
Riemann surface defined by the total graph.



32 3 THE DUALITY-COVARIANT NONCOMMUTATIVE φ4-MODEL

The proposal to treat this problem is a reordering of the perturbation series [MVRS00],
but a complete proof is missing15. Clearly, the problem is absent in theories with only
logarithmic divergences.

The second class of problems is found in graphs where the non-planarity is at least
partly due to the external legs, j(G) = 1. This means that there is no way to re-
move possible divergences in these graphs by normalisation conditions. Fortunately,
these graphs are superficially finite as long as the external momenta are non-exceptional.
Subdivergences are supposed to be treated by a resummation. However, since the non-
exceptional external momenta can become arbitrarily close to exceptional ones, these
graphs are unbounded: For every δ > 0 one finds non-exceptional momenta {pn} such
that

∣∣〈φ(p1) . . . φ(pn)〉
∣∣ > 1

δ
. This problem also arises in models with only logarithmic

divergences.

3.3 The duality-covariant φ4-action in the matrix base

I now return to the duality-covariant φ4-model given by the action (1.5) on page 5. As
already mentioned, we have to proceed in the matrix base (3.11) of RDθ , which means that
the fields are expanded according to

φ(x) =
∑

m,n∈ND
2

φmnbmn(x) . (3.41)

This has the advantage that the ?-product (3.1) is represented by a product (3.13) of
infinite matrices and that according to (B.4) the multiplication by xρ is easy to realise.
On the other hand, the kinetic term (3.28) of that action becomes very complicated. We
can thus rewrite the action (1.5) as follows:

S[φ;µ0, λ,Ω] = (2π)
D
2

√
det θ

∑

m,n,k,l∈ND
2

(1

2
Gmn;klφmnφkl +

λ

4!
φmnφnkφklφlm

)
, (3.42)

where

Gmn;kl :=

∫
dDx

(2π)
D
2

√
det θ

(
∂µbmn ? ∂

µbkl + Ω2(x̃µbmn) ? (x̃µbkl) + µ2
0 bmn ? bkl

)
(x) .

(3.43)

I cite the two-dimensional result from (B.11) in Appendix B.1:

Gm1n1;k1l1 =
(
µ2

0 +
2(1+Ω2)

θ1

(m1+n1+1)
)
δn1k1δm1l1

− 2(1−Ω2)

θ1

(√
(n1+1)(m1+1)δn1+1,k1δm1+1,l1 +

√
n1m1δn1−1,k1δm1−1,l1

)
.

(3.44)

15I conjecture that the result of such a reordering and resummation procedure would be equivalent to
the duality-covariant φ4-action, but I cannot prove this idea.
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The self-dual case Ω = 1 is particularly simple. Due to (3.11) it is not difficult to generalise
this result to four dimensions:

Gm1

m2
n1

n2 ; k1

k2
l1

l2

=
(
µ2

0+
2

θ1

(1+Ω2)(n1+m1+1)+
2

θ2

(1+Ω2)(n2+m2+1)
)
δn1k1δm1l1δn2k2δm2l2

− 2

θ1

(1−Ω2)
(√

(n1+1)(m1+1) δn1+1,k1δm1+1,l1 +
√
n1m1 δn1−1,k1δm1−1,l1

)
δn2k2δm2l2

− 2

θ2

(1−Ω2)
(√

(n2+1)(m2+1) δn2+1,k2δm2+1,l2 +
√
n2m2 δn2−1,k2δm2−1,l2

)
δn1k1δm1l1 .

(3.45)

The D-dimensional generalisation is obvious.

The quantum field theory is defined by the partition function

Z[J ] =

∫ ( ∏

a,b∈ND
2

dφab

)
exp

(− S[φ]− (2π)
D
2

√
det θ

∑

m,n∈ND
2

φmnJnm
)
. (3.46)

The measure used in (3.46) differs by the Jacobian
∣∣ det ∂φ(p)

∂φmn

∣∣ =
∣∣ det f̃mn(p, ψ)

∣∣ from the

measure of the partition function (3.32), where f̃mn(p, ψ) is evaluated in (B.15). As the
Jacobian is field-independent, it can safely be ignored. For instance, raising it to the
action à la Faddeev-Popov [FP67], we obtain a free ghost sector which decouples from
the fields φmn.

For the free theory defined by λ = 0 in (3.42), the solution of (3.46) is given by

Z[J ]
∣∣
λ=0

= Z[0] exp
(
(2π)

D
2

√
det θ

∑

m,n,k,l∈ND
2

1

2
Jmn∆mn;klJkl

)
, (3.47)

where the propagator ∆ is defined as the inverse of the kinetic matrix G:
∑

k,l∈ND
2

Gmn;kl∆lk;sr =
∑

k,l∈ND
2

∆nm;lkGkl;rs = δmrδns . (3.48)

I compute the propagator in D = 4 dimensions in Appendix B.3, after diagonalising the
kinetic matrix (3.45) in Appendix B.2. For θ1 = θ2 ≡ θ the result is

∆m1

m2
n1

n2 ; k1

k2
l1

l2
=

θ

2(1+Ω)2
δm1+k1,n1+l1δm2+k2,n2+l2

×
min(m1+l1,n1+k1)

2∑

v1=
|m1−l1|

2

min(m2+l2,n2+k2)
2∑

v2=
|m2−l2|

2

B
(
1+

µ2
0θ

8Ω
+1

2
(m1+m2+k1+k2)−v1−v2, 1+2v1+2v2

)

× 2F1

(
1+2v1+2v2 ,

µ2
0θ

8Ω
−1

2
(m1+m2+k1+k2)+v1+v2

2+
µ2

0θ

8Ω
+1

2
(m1+m2+k1+k2)+v1+v2

∣∣∣∣
(1−Ω)2

(1+Ω)2

)

×
2∏
i=1

√(
ni

vi+ni−ki

2

)(
ki

vi+ki−ni

2

)(
mi

vi+mi−li
2

)(
li

vi+ li−mi

2

)(1−Ω

1+Ω

)2vi

. (3.49)
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Here, B(a, b) is the Beta-function and 2F1

(
a,b
c

∣∣z) the hypergeometric function. In (3.49)
one should appreciate the finiteness of the sum, i.e. we have obtained a closed solution of
the partition function of the free theory (λ = 0) with respect to the preferred base of the
interaction. The D-dimensional generalisation is not difficult.

The usual procedure would be to solve the interacting theory perturbatively:

Z[J ] = Z[0] exp
(
− V

[ ∂

∂J

])
exp

(
(2π)

D
2

√
det θ

∑

m,n,k,l∈ND
2

1

2
Jmn∆mn;klJkl

)
,

V
[ ∂

∂J

]
:=

λ

4!((2π)
D
2

√
det θ)3

∑

m,n,k,l∈ND
2

∂4

∂Jml ∂Jlk ∂Jkn ∂Jnm
. (3.50)

It is convenient to pass to the generating functional of connected Green’s functions,
W [J ] = lnZ[J ]:

W [J ] = lnZ[0] +Wfree[J ] + ln

(
1 + e−Wfree[J ]

(
exp

(
− V

[ ∂

∂J

])
− 1

)
eWfree[J ]

)
,

Wfree[J ] := (2π)
D
2

√
det θ

∑

m,n,k,l∈ND
2

1

2
Jmn∆mn;klJkl . (3.51)

In order to obtain the expansion in λ one has to expand ln(1 + x) as a power series in x
and exp(V ) as a power series in V . By Legendre transformation we pass to the generating
functional of one-particle irreducible Green’s functions:

Γ[φc`] := (2π)
D
2

√
det θ

∑

m,n∈ND
2

φc`mnJnm −W [J ] , (3.52)

where J has to be replaced by the inverse solution of

φc`mn :=
1

(2π)
D
2

√
det θ

∂W [J ]

∂Jnm
. (3.53)

In principle, it should be possible to renormalise the action functional (3.53) by stand-
ard Feynman graph computations (involving loop sums) combined with an appropriate
generalisation of the forest formula [Zim69]. However, the complicated structure of the
propagator (3.49) makes it extremely difficult to proceed as in momentum space. There-
fore, we shall use an adapted version of Polchinski’s renormalisation proof based on flow
equations for effective actions. This approach is conceptually much easier, in particular,
there is no need to discuss overlapping divergences.

I will return to (3.53) in Section G when computing the one-loop β-function of the
four-dimensional model.
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4 Flow equations for non-local matrix models

According to the previous remarks, in particular those of Section 1.2, I am going to
renormalise the duality-covariant noncommutative φ4-model by means of flow equations.
This requires an adaptation of the Wilson-Polchinski approach [WK74, Pol84] to matrices.
In view of a future application to other examples, I find it convenient to develop the
matrix formulation of the Wilson-Polchinski programme in a general context. Indeed,
many noncommutative field theories have a matrix formulation. I think of fuzzy spaces
[Mad92, GKP96b, GKP96a] and q-deformed models [GMS01, GMS02].

I derive in Section 4.1 the matrix version of the Polchinski equation which describes
how the effective action L[φ,Λ] has to be adjusted with a variation of the cut-off scale Λ
in order to make the partition function Λ-independent. The perturbative solution of the
Polchinski equation is given by ribbon graphs as introduced in Section 4.3. In Section 4.4,
I formulate the power-counting theorem for the effective action L[φ,Λ] obtained by solv-
ing (better: estimating) the Polchinski equation perturbatively. The very long proof is
delegated to Appendix D.

We will see that the power-counting degree of divergence of a ribbon graph depends on
the topological data of the graph and on two scaling dimensions of the cut-off propagator.
In this way, suitable scaling dimensions provide a simple criterion to decide whether a non-
local matrix model has the chance to be renormalisable or not. However, having the right
scaling dimensions is not sufficient for the renormalisability of a model, because a divergent
interaction is parametrised by an infinite number of matrix indices. Thus, a renormalisable
model needs further structures which relate these infinitely many interaction coefficients
to a finite number of base couplings. In case of the duality-covariant noncommutative φ4-
model, these additional structures are induced by properties of orthogonal polynomials.

My derivation and solution of the matrix Polchinski equation combines the original
ideas of [Pol84] with some of the improvements made in [KKS92]. In particular, I follow
[KKS92] to obtain Λ0-independent estimations for the interaction coefficients. Another
suggestion of [KKS92], the removal of the restrictions to the external parameters (here:
the range of the matrix indices), will be important in Section 5. For an introduction into
the classical techniques of renormalisation by flow equations (in momentum space) I refer
to the monograph [Sal99].

4.1 The exact renormalisation group equation

We consider a φ4-matrix model with a general (non-diagonal) kinetic term,

S[φ] = VD
( ∑

m,n,k,l

1

2
Gmn;klφmnφkl +

∑

m,n,k,l

λ

4!
φmnφnkφklφlm

)
, (4.1)

where m,n, k, l ∈ Nq. For the noncommutative RD, D even, we have q = D
2
. The factor

VD is the volume of an elementary cell. The choice of φ4 is no restriction but for us the
most natural one because we are interested in four-dimensional models. Standard matrix
models are given by

q = 1 , Gmn;kl =
1

µ2
0

δmlδnk . (4.2)
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For reviews on matrix models and their applications I refer to [Dij91, DFGZJ95]. The
idea to apply renormalisation group techniques to matrix models is also not new [BZJ92].
The difference of our approach is that we will not demand that the action can be written
as a trace of a polynomial in the field, that is, we allow for matrix-valued kinetic terms.
The only restriction we are imposing is

Gmn;kl = 0 unless m+ k = n+ l . (4.3)

The restriction (4.3) is due to the fact that the action comes from a trace. It is verified

for the noncommutative RD due to the
(
SO(2)

)D
2 -symmetry of both the interaction and

the kinetic term. The kinetic matrix Gmn;kl contains the entire information about the
differential calculus, including the underlying (Riemannian) geometry, and the masses of
the model. More important than the kinetic matrix G will be its inverse, the propagator
∆ defined by

∑

k,l

Gmn;kl∆lk;sr =
∑

k,l

∆nm;lkGkl;rs = δmrδns . (4.4)

Due to (4.3) we have the same index restrictions for the propagator:

∆nm;lk = 0 unless m+ k = n+ l . (4.5)

Let us introduce a notion of locality:

Definition 5 A matrix model is called local if ∆nm;lk = ∆(m,n)δmlδnk for some function
∆(m,n), otherwise non-local.

We add sources J to the action (4.1) and define a (Euclidean) quantum field theory
by the generating functional (partition function)

Z[J ] =

∫
D[φ] exp

(− S[φ]− VD
∑
m,n

φmnJnm
)
, D[φ] =

∏
m,n

dφmn . (4.6)

According to Polchinski’s derivation of the exact renormalisation group equation we now
consider a (at first sight) different problem than (4.6). Via a cut-off function K[m,Λ],
which is smooth in Λ and satisfies K[m,∞] = 1, we modify the weight of a matrix index
m as a function of a certain scale Λ:

Z[J,Λ] =

∫
D[φ] exp

(− S[φ, J,Λ]
)
, (4.7)

S[φ, J,Λ] = VD
( ∑

m,n,k,l

1

2
φmnG

K
mn;kl(Λ)φkl

+
∑

m,n,k,l

φmnFmn;kl[Λ]Jkl +
∑

m,n,k,l

1

2
JmnEmn;kl[Λ]Jkl + L[φ,Λ] + C[Λ]

)
, (4.8)

GK
mn;kl(Λ) :=

( ∏

i∈m,n,k,l
K[i,Λ]−1

)
Gmn;kl , (4.9)
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with L[0,Λ] = 0. Accordingly, we define

∆K
nm;lk(Λ) =

( ∏

i∈m,n,k,l
K[i,Λ]

)
∆nm;lk . (4.10)

For indices m = (m1, . . . ,m
D
2 ) ∈ ND

2 we would write the cut-off function as a product

K[m,Λ] =
∏D

2
i=1K

(
mi

(VD)
2
D Λ2

)
where K(x) is a smooth function on R+ with K(x) = 1

for 0 ≤ x ≤ 1 and K(x) = ε for x ≥ 2. In the limit ε → 0, the partition function

(2.8) vanishes unless φmn = 0 for maxi(m
i, ni) ≥ 2(VD)

2
D Λ2, thus implementing a cut-off

of the measure D[φ] =
∏

a,b dφab in (2.8). All other formulae involve positive powers of

K
(

mi

(VD)
2
D Λ2

)
which multiply through the cut-off propagator (5.3) the appearing matrix

indices. In the limit ε → 0, K[m,Λ] has finite support in m so that all infinite-sized
matrices are reduced to finite ones.

The function C[Λ] is the vacuum energy and the matrices E and F , which are not
necessary in the commutative case, must be introduced because the propagator ∆ is
non-local. It is, in general, not possible to separate the support of the sources J from
the support of the Λ-variation of K. Due to K[m,∞] = 1 we formally obtain (4.6) for
Λ→∞ in (4.7) if we set

L[φ,∞] =
∑

m,n,k,l

λ

4!
φmnφnkφklφlm , C[∞] = 0 , Emn;kl[∞] = 0 , Fmn;kl[∞] = δmlδnk .

(4.11)

However, we shall expect divergences in the partition function which require a renormal-
isation, i.e. additional (divergent) counterterms in L[φ,∞]. In the Feynman graph solution
of the partition function one carefully adapts these counterterms so that all divergences
disappear. If such an adaptation is possible with a finite number of local counterterms,
the model is considered as perturbatively renormalisable.

Following Polchinski [Pol84] we proceed differently to prove renormalisability. We first
ask ourselves how to choose L,C,E, F in order to make Z[J,Λ] independent of Λ. For
this purpose I derive in Appendix C starting on page 113 the following identity:

0 =

∫
D[φ]VD

( ∑

k,l,m,n

1

2
φmn

∂GK
mn;kl(Λ)

∂Λ
φkl (4.12)

+
∑

k,l,m,n

1

2

∂∆K
lk;nm(Λ)

∂Λ

(∂L[φ,Λ]

∂φkl

∂L[φ,Λ]

∂φmn
− 1

VD
∂2L[φ,Λ]

∂φkl ∂φmn

)

−
∑

k,l,m,n,r,s,t,u

1

2
JtuF

T
tu;kl[Λ]

∂∆K
lk;nm(Λ)

∂Λ
Fmn;rs[Λ]Jrs

−
∑

k,l,m,n,r,s,t,u

φrsG
K
rs;kl

∂∆K
lk;nm(Λ)

∂Λ
Fmn;tu[Λ]Jtu +

1

VD
∑
m,n

∂

∂Λ
ln

(
K[m,Λ]K[n,Λ]

))

× exp(−S[φ, J,Λ]) . (4.13)
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On the other hand, we differentiate (4.7) with respect to Λ, compare it with (4.13) and
conclude

∂

∂Λ
Z[J,Λ] = 0 iff (4.14)

Λ
∂L[φ,Λ]

∂Λ
=

∑

m,n,k,l

1

2
Λ
∂∆K

nm;lk(Λ)

∂Λ

(
∂L[φ,Λ]

∂φmn

∂L[φ,Λ]

∂φkl
− 1

VD
[ ∂2L[φ,Λ]

∂φmn ∂φkl

]
φ

)
, (4.15)

Λ
∂Fmn;kl[Λ]

∂Λ
= −

∑

m′,n′,k′,l′
GK
mn;m′n′(Λ) Λ

∂∆K
n′m′;l′k′(Λ)

∂Λ
Fk′l′;kl[Λ] , (4.16)

Λ
∂Emn;kl[Λ]

∂Λ
= −

∑

m′,n′,k′,l′
F T
mn;m′n′ [Λ] Λ

∂∆K
n′m′;l′k′(Λ)

∂Λ
Fk′l′;kl[Λ] , (4.17)

Λ
∂C[Λ]

∂Λ
=

1

VD
∑
m,n

Λ
∂

∂Λ
ln

(
K[m,Λ]K[n,Λ]

)

− 1

2VD
∑

m,n,k,l

Λ
∂∆K

nm;lk(Λ)

∂Λ

∂2L[φ,Λ]

∂φmn ∂φkl

∣∣∣
φ=0

, (4.18)

where
[
f [φ]

]
φ

:= f [φ] − f [0]. Näıvely we would integrate (4.15)–(4.18) for the initial

conditions (4.11). Technically, this would be achieved by imposing the conditions (4.11)
not at Λ = ∞ but at some finite scale Λ = Λ0, followed by taking the limit Λ0 → ∞.
This is easily done for (4.16)–(4.18):

Fmn;kl[Λ] =
∑

m′,n′
GK
mn;m′n′(Λ)∆K

n′m′;kl(Λ0) , (4.19)

Emn;kl[Λ] =
∑

m′,n′,k′,l′
∆K
mn;m′n′(Λ0)

(
GK
n′m′;l′k′(Λ)−GK

n′m′;l′k′(Λ0)
)
∆K
k′l′;kl(Λ0) , (4.20)

C[Λ] =
2

VD ln
( ∏

m

K[m,Λ]K−1[m,Λ0]
)

+
1

2VD

∫ Λ0

Λ

dΛ′
∑

m,n,k,l

∂∆K
nm;lk(Λ

′)

∂Λ′
∂2L[φ,Λ′]
∂φmn ∂φkl

∣∣∣
φ=0

. (4.21)

At Λ = Λ0 the functions F,E,C become independent of Λ0 and satisfy, in particular,
(4.11) in the limit Λ0 →∞.

The differential equation (4.15), referred to as the Polchinski equation for matrix
models, is of a different type than (4.16)–(4.17): it is a non-linear differential equation.
Its integration is highly non-trivial. Before passing to the integration procedure, I would
like to derive the physical interpretation of the effective action. For this purpose we insert
the solutions (4.19) and (4.20) into the cut-off partition function (4.7). The vacuum
energy C[Λ] can be ignored, because it does not contribute to correlation functions. We
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thus obtain

Z[J,Λ,Λ0] =

∫
D[φ] exp

(
− VD

( ∑

m,n,k,l

1

2
φmnG

K
mn;kl(Λ)φkl

+
∑

m,n,k,l,r,s,t,u

1

2
Jmn∆

K
nm;lk(Λ0)

(
GK
kl;rs(Λ)−GK

kl;rs(Λ0)
)
∆K
sr;ut(Λ0)Jtu

+
∑

m,n,k,l,r,s

φmnG
K
mn;kl(Λ)∆K

lk;sr(Λ0)Jrs + L[φ,Λ,Λ0]
))

= exp
(
− VD

∑

m,n,k,l,r,s,t,u

1

2
Jmn∆

K
nm;lk(Λ0)

(
GK
kl;rs(Λ)−GK

kl;rs(Λ0)
)
∆K
st;ut(Λ0)Jtu

)

× exp

(
− VDL[φ,Λ,Λ0]

∣∣∣
φmn=

P
k,l,r,s ∆K

nm;lk(Λ)GK
kl;rs(Λ0) ∂

∂Jrs

)

· exp
(
VD

∑

m,n,k,l,r,s,t,u

1

2
Jmn∆

K
nm;lk(Λ0)G

K
kl;rs(Λ)∆K

sr;ut(Λ0)Jtu

)
Z0[Λ,Λ0] ,

(4.22)

where

Z0[Λ,Λ0] =

∫
D[φ] exp

(
− VD

∑

m,n,k,l

1

2

(
φmn +

∑
r,s

Jrs∆
K
sr;nm(Λ0)

)
GK
mn;kl(Λ)

× (
φkl +

∑
t,u

∆K
lk;ut(Λ0)Jtu

))
.

(4.23)

Thus, Z is expanded into a series of Feynman graphs with vertices given by the Taylor
expansion coefficients

Lm1n1;...;mNnN
[Λ] :=

1

N !

( ∂NL[φ,Λ]

∂φm1n1 ∂φm2n2 . . . ∂φmNnN

)
φ=0

(4.24)

connected with each other by internal lines ∆K(Λ) and to sources J by external lines
∆K(Λ0). We choose K[m,Λ] to be a cut-off function, which means that K has finite sup-
port in m for finite Λ. Then, for finite Λ, the summation variables in the above Feynman
graphs are via the propagator ∆K(Λ) restricted to a finite set. Thus, loop summations
are finite, provided that the interaction coefficients Lm1n1;...;mNnN

[Λ] are bounded. In
other words, for the renormalisation of a non-local matrix model it is necessary to prove
that the differential equation (4.15) admits a regular solution. As pointed out in the
introduction to Section 4, to obtain a physically reasonable quantum field theory one has
additionally to prove that there is a regular solution of (4.15) which depends on a finite
number of initial conditions only. This requirement is difficult to fulfil because there is, a
priori, an infinite number of degrees of freedom given by the Taylor expansion coefficients
(4.24). This is the reason for the fact that renormalisable (four-dimensional) quantum
field theories are rare.



40 4 FLOW EQUATIONS FOR NON-LOCAL MATRIX MODELS

4.2 On the integration of the Polchinski equation

We are going to integrate (4.15) between a certain renormalisation scale ΛR and the initial

scale Λ0. We assume that Lm1n1;...;mNnN
can be decomposed into parts L

(i)
m1n1;...;mNnN which

for ΛR ≤ Λ ≤ Λ0 scale homogeneously:

∣∣∣Λ∂L
(i)
m1n1;...;mNnN [Λ]

∂Λ

∣∣∣ ≤ Λri P qi
[
ln

Λ

ΛR

]
. (4.25)

Here, P q[X] ≥ 0 stands for some polynomial of degree q in X ≥ 0. Clearly, P q[X], for
X ≥ 0, can be further bound by a polynomial with non-negative coefficients. As usual
we define

Definition 6 Homogeneous parts L
(i)
m1n1;...;mNnN [Λ] in (4.25) with ri > 0 are called

relevant, with ri < 0 irrelevant and with ri = 0 marginal.

There are two possibilities for the integration, either from Λ0 down to Λ or from ΛR up
to Λ, corresponding to the identities

L(i)
m1n1;...;mNnN

[Λ] = L(i)
m1n1;...;mNnN

[Λ0]−
∫ Λ0

Λ

dΛ′

Λ′

(
Λ′

∂

∂Λ′
L(i)
m1n1;...;mNnN

[Λ′]
)

(4.26a)

= L(i)
m1n1;...;mNnN

[ΛR] +

∫ Λ

ΛR

dΛ′

Λ′

(
Λ′

∂

∂Λ′
L(i)
m1n1;...;mNnN

[Λ′]
)
. (4.26b)

One has [GR00, §2.722]

∫
dx xr−1

(
ln

x

xR

)q
=





(−1)qq!

rq+1
xr

q∑
j=0

(− r ln x
xR

)j
j!

+ const for r 6= 0 ,

1

q+1

(
ln

x

xR

)q+1

+ const for r = 0 .

(4.27)

At the end we are interested in the limit Λ0 →∞. This requires that positive powers of
Λ0 must be avoided in the estimations. For ri < 0 we we can safely take the direction
(4.26a) of integration and then, because all coefficients are positive, the limit Λ0 →∞ in
the integral of (4.26a). Thus,

∣∣L(i)
m1n1;...;mNnN

[Λ]
∣∣ ≤

∣∣L(i)
m1n1;...;mNnN

[Λ0]
∣∣ +

∫ ∞

Λ

dΛ′

Λ′

∣∣∣Λ′ ∂
∂Λ′

L(i)
m1n1;...;mNnN

[Λ′]
∣∣∣

≤
∣∣L(i)

m1n1;...;mNnN
[Λ0]

∣∣ + Λ−|ri|P qi
[
ln

Λ

ΛR

]
, for ri < 0 . (4.28)

Here, P qi is a new polynomial of degree qi with non-negative coefficients. Now, the
limit Λ0 → ∞ carried out later requires that

∣∣L(i)
m1n1;...;mNnN [Λ0]

∣∣ in (4.28) is bounded,

i.e.
∣∣L(i)

m1n1;...;mNnN [Λ0]
∣∣ < C

Λ
si
0

, with si > 0. As the resulting estimation (4.28) is further

iterated, si must be sufficiently large. We do not investigate this question in detail and
simply note that it is safe to require

∣∣L(i)
m1n1;...;mNnN

[Λ0]
∣∣ < Λ

−|ri|
0 P qi

[
ln

Λ0

ΛR

]
, for ri < 0 , (4.29)
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for the boundary condition.

In the other case ri ≥ 0, the integration direction (4.26a) will produce divergences in
Λ0 → ∞. Thus, we have to choose the other direction (4.26b). The integration (4.27)
produces alternating signs, but these can be ignored in the maximisation. The only
contribution from the lower bound ΛR in the integral of (4.26b) is the term with j = 0 in
(4.27). There, we can obviously ignore it in the difference Λr −Λr

R. We thus obtain from
(4.27) the estimation

∣∣L(i)
m1n1;...;mNnN

[Λ]
∣∣ ≤

∣∣L(i)
m1n1;...;mNnN

[ΛR]
∣∣ +





ΛriP qi

[
ln Λ

ΛR

]
for ri > 0

P qi+1
[
ln Λ

ΛR

]
for ri = 0 .

(4.30)

The reduction from P
[
ln Λ0

ΛR

]
in Polchinski’s original work [Pol84] to P

[
ln Λ

ΛR

]
is due to

[KKS92]. We can summarise these considerations as follows:

Definition/Lemma 7 Let
∣∣Λ ∂

∂Λ
L

(i)
m1n1;...;mNnN [Λ]

∣∣ be bounded by (4.25),

∣∣∣Λ∂L
(i)
m1n1;...;mNnN [Λ]

∂Λ

∣∣∣ ≤ ΛriP qi
[
ln

Λ

ΛR

]
. (4.31)

The integration of (4.31) is for irrelevant interactions performed from Λ0 down to Λ

starting from an initial condition bounded by
∣∣L(i)

m1n1;...;mNnN [Λ0]
∣∣ < Λ

−|ri|
0 P qi

[
ln Λ0

ΛR

]
. For

relevant and marginal interactions we have to integrate (4.31) from ΛR up to Λ, starting

from an initial condition L
(i)
m1n1;...;mNnN [ΛR] <∞. Under these conventions we have

∣∣L(i)
m1n1;...;mNnN

[Λ]
∣∣ ≤ ΛriP qi+1

[
ln

Λ

ΛR

]
. (4.32)

A few comments:

• The stability (4.31) versus (4.32) of the estimation will be very useful in the iteration
process.

• Integrations according to the direction (4.26b), which entail an initial condition

L
(i)
m1n1;...;mNnN [ΛR], are expensive for renormalisation, because each such condition

(even the choice L
(i)
m1n1;...;mNnN [ΛR] = 0) corresponds to a normalisation experiment.

In order to have a meaningful theory, there has to be only a finite number of required
normalisation experiments. Initial data at Λ0 do not correspond to normalisation
conditions, because the interaction at Λ0 → ∞ is experimentally not accessible.
Moreover, unless artificially kept alive16, an irrelevant coupling scales away for
Λ0 →∞ via its own dynamics. The property limΛ0→∞ L

(i)
m1n1;...;mNnN [Λ0] = 0 for an

irrelevant coupling is, therefore, a result and no condition.

• There might be cases where the direction (4.26b) for ri < 0 gives convergence for
Λ0 → ∞ nevertheless. This corresponds to the over-subtractions [Zim73] in the
BPHZ renormalisation scheme. We shall not exploit this possibility.

16An example of an irrelevant coupling which remains present for Λ0 →∞ is the initial φ4-interaction
in two-dimensional models, see Appendix H.
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Unless there are further correlations between functions with different indices, specify-
ing L

(i)
m1n1;...;mNnN [ΛR] means to impose an infinite number of normalisation conditions

(because of mi, ni ∈ ND/2). Hence, a non-local matrix model with relevant and/or mar-
ginal interactions can only be renormalisable if some additional structures exist which
relate all divergent functions to a finite number of relevant/marginal base interactions.
Such a distinguished property depends crucially on the model. Presumably, the class of
models where such a reduction is possible is rather small.

When we return to the duality-covariant φ4-model in Section 5 on page 50, these
reductions will be identified and taken into account. Here, we will restrict ourselves to
find the general power-counting behaviour of a non-local matrix model which limits the
class of divergent functions among which the reduction has to be studied in detail. We
will find that—under very general conditions on the propagator—all non-planar graphs
(as defined below) are irrelevant. Such a result is already an enormous gain17 for the
detailed investigation of a model.

Thus, our strategy is to integrate the Polchinski equation (4.15) perturbatively between
two scales ΛR and Λ0 for a self-determined choice of the boundary condition according
to Definition/Lemma 7. The resulting normalisation condition for relevant and marginal
interactions will not be the correct choice for a renormalisable model. Nevertheless, the
resulting estimation (4.32) is compatible with a more careful treatment. As we will see
for the example of the duality-covariant φ4-model in Section 5, we can replace

• almost all of the relevant functions with bound Λ2

µ2P
q[ln Λ

ΛR
] in (4.32) by irrelevant

functions with bound
(
max(m1, n1, . . . ,mN , nN)

)2 µ2

Λ2P
q[ln Λ

ΛR
], and

• almost all marginal functions with bound P q[ln Λ
ΛR

] in (4.32) by irrelevant functions

with bound max(m1, n1, . . . ,mN , nN) µ
2

Λ2P
q[ln Λ

ΛR
],

for some reference scale µ.

4.3 Ribbon graphs and their topologies

We can symbolise the expansion coefficients Lm1n1;...;mNnN
as

��
��

��
���

	
��






              

n1

m1

n2m2

mN

nN

+ (N !− 1) permutations of {mini} . (4.33)

The big circle stands for a possibly very complex interior and the outer (dotted) double
lines stand for the valences produced by differentiation (4.24) with respect to the N
fields φmini

. The arrows are merely added for bookkeeping purposes in the proof of the
power-counting theorem. Since we work with real fields, i.e. φmn = φnm, the expansion
coefficients Lm1n1;...;mNnN

have to be unoriented. The situation is different for complex
fields where φ 6= φ∗ leads to an orientation of the lines. In this case we would draw both
arrows at the double line either incoming or outgoing.

17We recall [MVRS00] that non-planar graphs produce the trouble in noncommutative quantum field
theories in momentum space.
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The graphical interpretation of the matrix Polchinski equation (4.15) is found when
differentiating it with respect to the fields φmini

:

Λ
∂

∂Λ
��

��

��
���

	
��







     

n1

m1

n2
m2

mN

nN

=
1

2

∑

m,n,k,l

N−1∑
N1=1
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��

����� 	
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������	
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m1

n1

nN1

mN1
mN1+1

nN1+1

nNmN

k

l

n

m
− 1

2VD
∑

m,n,k,l

��

� �

����� 	
��

������	


����� � � � �

� � � � �����
m1

n1

ni−1

mi−1

mi

ni

nN
mN

n m

k l

(4.34)

Combinatorial factors are not shown and a symmetrisation in all indices mini has to be
performed. On the rhs of (4.34) the two valencesmn and kl of the subgraphs are connected

to the ends of a ribbon which symbolises the differentiated propagator
��

��

n

lm

k

= Λ ∂
∂Λ

∆K
nm;lk.

For local matrix models in the sense of Definition 5 we can regard the ribbon as a product
of single lines with interaction given by ∆(m,n). For non-local matrix models there is an
exchange of indices within the entire ribbon.

We can regard (4.15) as a formal construction scheme for L[φ,Λ] if we introduce a
grading L[φ,Λ] =

∑∞
V=1 λ

VL(V )[φ,Λ] and additionally impose a cut-off in N for V = 1,
i.e

L(1)
m1n1;...;mNnN

[Λ] = 0 for N > N0 . (4.35)

In order to obtain a φ4-model we choose N0 = 4 and the grading as the degree V in the
coupling constant λ. We conclude from (4.15) that L

(1)
m1n1;...;m4n4 is independent of Λ so

that it is identified with the original (λ/4!)φ4-interaction in (4.1):

L(1)
m1n1;m2n2;m3n3;m4n4

[Λ] =
1

4! 6

(
δn1m2δn2m3δn3m4δn4m1 + δn1m3δn3m4δn4m2δn2m1

+δn1m4δn4m2δn2m3δn3m1 + δn1m4δn4m3δn3m2δn2m1

+δn1m3δn3m2δn2m4δn4m1 + δn1m2δn2m4δn4m3δn3m1

)
. (4.36)

To the first term on the rhs of (4.36) we associate the graph

δn1m2δn2m3δn3m4δn4m1 =

��
��� ����	

���
���	��

m1

n1
m2

n2

n3

m3

m4
n4

(4.37)

The graphs for the other five terms are obtained by permutation of indices.
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As mentioned before, a complex φ4-model would be given by oriented propagators
��

�� and examples for vertices are

φφ∗φφ∗ ∼
��
�� ��

��

���
�������

φφφφ ∼
���
��� ��

��

��
������

φ∗φ∗φ∗φ∗ ∼
��
�� ��

��

���
�����

��

(4.38)

The consequence is that many graphs of the real φ4-model are now excluded. We can
thus obtain the complex φ4-model from the real one by deleting the impossible graphs.

The iteration of (4.34) with starting point (4.37) leads to ribbon graphs. The first
examples of the iteration are
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n4

m5

n5

n6
m6

(4.39)

We can obviously build very complicated ribbon graphs with crossings of lines which
cannot be drawn any more in a plane. A general ribbon graph can, however, be drawn on
a Riemann surface of some genus g. In fact, a ribbon graph defines the Riemann surfaces
topologically through the Euler characteristic χ. We have to regard here the external
lines of the ribbon graph as amputated (or closed), which means to directly connect the
single lines mi with ni for each external leg mini. A few examples may help to understand
this procedure:
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L̃= 2 B= 2
I = 3 N = 6
V = 3 V e = 3
g= 0 ι= 0

(4.40)
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�� L̃= 1 B= 1
I = 3 N = 2
V = 2 V e = 1
g= 1 ι= 1

(4.41)
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L̃= 2 B= 1
I = 3 N = 6
V = 3 V e = 3
g= 0 ι= 0

(4.42)

The genus is computed from the number L̃ of single-line loops of the closed graph, the
number I of internal (double) lines and the number V of vertices of the graph via

χ = 2− 2g = L̃− I + V . (4.43)
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There can be several possibilities to draw the graph and its Riemann surface, but L̃, I, V
and thus g remain unchanged. Indeed, the Polchinski equation (4.15) interpreted as in
(4.34) tells us which external legs of the vertices are connected. It is completely irrelevant
how the ribbons are drawn between these legs. In particular, there is no distinction
between overcrossings and undercrossings.

There are two types of loops in (amputated) ribbon graphs:

• Some of them carry at least one external leg. They are called boundary components
or holes of the Riemann surface. Their number is B.

• Some of them do not carry any external leg. They are called inner loops. Their
number is L̃0 = L̃−B.

Boundary components consist of a concatenation of trajectories from an incoming index ni
to an outgoing index mj. In the example (4.40) the inner boundary component consists
of the single trajectory −−−→n1m6 whereas the outer boundary component is made of two
trajectories −−−→n3m4 and −−−→n5m2. We let o[nj] be the outgoing index to nj and i[mj] be the
incoming index to mj.

I have to introduce a few additional notations for ribbon graphs. An external vertex is
a vertex which has at least one external leg. I denote by V e the total number of external
vertices. For the arrangement of external legs at an external vertex there are the following
possibilities:
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(4.44)

I call the first three types of external vertices simple vertices. They provide one starting
point and one end point of trajectories through a ribbon graph. The fourth vertex in (4.44)
is called composed vertex. It has two starting points and two end points of trajectories.

A composed vertex can be decomposed by pulling the two propagators with attached
external lines apart:
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(4.45)

In this way a given graph with composed vertices is decomposed into S segments. The
external vertices of the segments are either true external vertices or the halves of a com-
posed vertex. If composed vertices occur in loops, their decomposition does not always
increase the number of segments. We need the following

Definition 8 The segmentation index ι of a graph is the maximal number of decomposi-
tions of composed vertices which keep the graph connected.

It follows immediately that if V c is the number of composed vertices of a graph and S
the number of segments obtained by decomposing all composed vertices we have

ι = V c − S + 1 . (4.46)
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In order to evaluate Lm1n1;...;mNnN
[Λ] by connection and contraction of subgraphs ac-

cording to (4.34) we need estimations for index summations of ribbon graphs. Namely,
our strategy is to apply the summations in (4.34) either to the propagator or the subgraph
only and to maximise the other object over the summation indices. We agree to fix all
starting points of trajectories and sum over the end points of trajectories. However, due
to (4.5) and (4.36) not all summations are independent: The sum of outgoing indices
equals for each segment the sum of incoming indices. Since there are V e +V c (end points
of) trajectories in a ribbon graph, there are

s ≤ V e + V c − S = V e + ι− 1 (4.47)

independent index summations. The inequality (4.47) also holds for the restriction to
each segment if V e includes the number of halves of composed vertices which belong to
the segment. We let Es be the set of s end points of trajectories in a graph over which we
are going to sum, keeping the starting points of these trajectories fixed. We define

∑
Es

≡
∑
m1

· · ·
∑
ms

∣∣∣
i[mj ]=const

if Es = {m1,m2, . . . ,ms} . (4.48)

Taking the example of the graph (4.40), we can due to V e + ι = 3 apply up to two
index summations, i.e. a summation over at most two of the end points of trajectories
m2,m4,m6, where the corresponding incoming indices i[m2] = n5, i[m4] = n3 and i[m6] =
n1 are kept fixed. For the example of the graph (4.41) we can due to V e + ι = 2 apply
at most one index summation, either over m1 for fixed i[m1] = n2 or over i[m2] = n1. For
E1 = {m2} we would consider

∑
m2
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n1=const

. (4.49)

Note that for given n2 the other outgoing index is determined to m1 = n1 + n2 − m2

through index conservation at propagators (4.5) and vertices (4.37). It is part of the
proof to show that the index summation (4.49) is bounded independently of the incoming
indices n1, n2.

4.4 Formulation of the power-counting theorem

We first have to transform the matrix Polchinski equation (4.15) into a dimensionless
form. It is important here that in the class of models we consider there is always a
dimensionful parameter,

µ =
(VD

)− 1
D , (4.50)

which instead of Λ can be used to absorb the mass dimensions. The effective action
L[φ,Λ] has total mass dimension D, a field φ has dimension D−2

2
and the dimension of the
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coupling constant for the λφ4 interaction is 4−D. We thus decompose L[φ,Λ] according
to the number of fields and the order in the coupling constant:

L[φ,Λ] =
∞∑
V=1

2V+2∑
N=2

1

N !

∑
mi,ni

( λ

µ4−D

)V
µDA(V )

m1n1;...;mNnN
[Λ]

(φm1n1

µ
D−2

2

)
· · ·

(φmNnN

µ
D−2

2

)
. (4.51)

The functions A
(V )
m1n1;...;mNnN [Λ] are assumed to be symmetric in their indices mini. Inser-

ted into (4.15) we get

Λ
∂

∂Λ
A(V )
m1n1;...;mNnN

[Λ]

=
∑

m,n,k,l

1

2
Qnm;lk(Λ)

{ N∑
N1=2

V−1∑
V1=1

A(V1)
m1n1;...;mN1−1nN1−1;mn[Λ]A

(V−V1)
mN1

nN1
;...;mNnN ;kl[Λ]

+
((

N

N1−1

)
− 1

)
permutations

− A(V )
m1n1;...;mNnN ;mn;kl[Λ]

}
, (4.52)

where

Qnm;lk(Λ) := µ2Λ
∂

∂Λ
∆K
nm;lk(Λ) . (4.53)

The permutations refer to the possibilities to choose N1 − 1 of the pairs of indices
m1n1, . . . ,mNnN which label the external legs of the first A-function.

The cut-off function K in (4.10) has to be chosen such that for finite Λ there is a finite
number of indices m,n, k, l with Qnm;lk(Λ) 6= 0. By suitable normalisation we can achieve
that the volume of the support of Qnm;lk(Λ) with respect to a chosen index scales as ΛD:

∑
m

sign|K[m; Λ]| ≤ CD

(Λ

µ

)D
, (4.54)

for some constant CD independent of Λ. For such a normalisation we define two exponents
δ0, δ1 by

max
m,n,k,l

|Qnm;lk(Λ)| ≤ C0

(µ
Λ

)δ0
δm+k,n+l , (4.55)

max
n

( ∑

k

(
max
m,l
|Qnm;lk(Λ)|

))
≤ C1

(µ
Λ

)δ1
. (4.56)

In (4.56) the index n is kept constant for the summation over k. It is convenient to
encode the dimension D in a further exponent δ2 which describes the product of (4.54)
with (4.55):

max
m,n,k,l

|Qnm;lk(Λ)|
∑
m

sign
(|K[m,Λ]|) ≤ C2

(Λ

µ

)δ2
. (4.57)

We have obviously C2 = CDC0 and δ2 = D − δ0.
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Definition 9 A non-local matrix model defined by the cut-off propagator Qnm;kl given by
(4.10) and (4.53) and the normalisation (4.54) of the cut-off scale Λ is called regular if
δ0 = δ1 = 2, otherwise anomalous.

The three exponents δ0, δ1, δ2 play an essential rôle in the power-counting theorem
which yields the Λ-scaling of a homogeneous part A

(V,V e,B,g,ι)
m1n1;...;mNnN [Λ] of the interaction

coefficients

A(V )
m1n1;...;mNnN

[Λ] =
∑

1≤V e≤V

∑
1≤B≤N

∑

0≤g≤1+V
2
−N

4
−B

2

∑
0≤ι≤B−1

A(V,V e,B,g,ι)
m1n1;...;mNnN

[Λ]
∣∣∣
2≤N≤2V+2

.

(4.58)

It is important that the sums over the graphical (topological) data V e, B, g, ι in (4.58)
are finite. We are going to prove

Theorem 10 The homogeneous parts A
(V,V e,B,g,ι)
m1n1;...;mNnN [Λ] of the coefficients of the effective

action describing a φ4-matrix model with initial interaction (4.36) and cut-off propagator
characterised by the three exponents δ0, δ1, δ2 are for 2 ≤ N ≤ 2V+2 and

∑N
i=1(mi−ni) =

0 bounded by
∑
Es

∣∣A(V,V e,B,g,ι)
m1n1;...;mNnN

[Λ]
∣∣

≤
(Λ

µ

)δ2(V−N
2

+2−2g−B)(µ
Λ

)δ1(V−V e−ι+2g+B−1+s)(µ
Λ

)δ0(V e+ι−1−s)
P 2V−N

2

[
ln

Λ

ΛR

]
,

(4.59)

provided that for all V ′<V, 2 ≤ N ′ ≤ 2V ′+2 and V ′=V, N+2 ≤ N ′ ≤ 2V+2 the

initial conditions for

{
relevant /marginal

irrelevant

}
A

(V ′,V ′e,B′,g′,ι′)
m′1n

′
1;...;m′

N′n
′
N′

[Λ] are imposed at

{
ΛR

Λ0

}
,

respectively, according to Definition/Lemma 7. The bound (4.59) is independent of the

unsummed indices mi, ni /∈ Es. We have A
(V,V e,B,g,ι)
m1n1;...;mNnN [Λ] ≡ 0 for N > 2V+2 or∑N

i=1(mi−ni) 6= 0.

I remark that L̃0 = V − N
2

+ 2 − 2g − B is the number of inner loops of a graph. The
(very long) proof of this theorem is delegated to Appendix D between pages 116 and 135.

The power-counting estimation (4.59) does not make any reference to the initial scale
Λ0 so that we can safely take the limit Λ0 →∞ [KKS92]. In this way we have constructed
a regular solution of the Polchinski equation (4.15) associated with the non-local matrix
model. However, this solution remains useless unless it can be achieved by a finite number
of integrations from ΛR to Λ depending on a finite number of initial conditions at ΛR.
I refer to the remarks following Definition/Lemma 7. A first step would be to achieve
regular scaling dimensions:

Corollary 11 For regular matrix models according to Definition 9 we have independently
of the segmentation index and the numbers of external vertices and index summations

∑
Es

∣∣A(V,B,g)
m1n1;...;mNnN

[Λ]
∣∣ ≤

(Λ

µ

)ω−D(2g+B−1)

P 2V−N
2

[
ln

Λ

ΛR

]
, (4.60)

where ω = D + V (D − 4)−N D−2
2

is the classical power-counting degree of divergence.
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We have derived the relation (4.60) with respect to the classical power-counting degree
of divergence only for φ4-matrix models, but it is plausible that it also holds for more
general interactions.

The power-counting theorem (Theorem 10) provides a necessary condition for renor-
malisability: The two scaling exponents δ0, δ1 of the cut-off propagator have to be large
enough relative to the dimension of the underlying space. We will see during the next
section18 that for the usual noncommutative φ4-model given by the action (3.24) on page
27 these exponents equal δ0 = 1 and δ1 = 0. The weak decay ∼ Λ−1 of the propagator
leads to divergences in Λ ∼ Λ0 → ∞ of arbitrarily high degree. The appearance of un-
bounded degrees of divergences in field theories on noncommutative R4 is often related to
the UV/IR-mixing [MVRS00]. We learn from Theorem 10 that similar effects will show
up in any matrix model in which the propagator decays too slowly with Λ. This means
that the correlation between distant modes is too strong, i.e. the model is too non-local.

Adding a harmonic oscillator potential to the action one achieves δ0 = δ1 = 2, which
thanks to Theorem 10 provides the first part of the renormalisation proof. The more
difficult part consists in proving that the infinitely many boundary conditions at ΛR used
in Theorem 10 can actually be related to finitely many base interactions.

18This is the case Ω = 0 in (5.19) and (5.20) on page 57.
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5 Renormalisation group analysis of the duality-

covariant noncommutative φ4
4-model

I have developed in Section 4 the Wilson-Polchinski renormalisation programme for non-
local matrix models where the kinetic term (Taylor coefficient matrix of the two-point
function) is neither constant nor diagonal. Introducing a cut-off in the measure

∏
m,n dφmn

of the partition function Z, the resulting effect is undone by adjusting the effective action
L[φ] (and other terms which are easy to evaluate). If the cut-off function is a smooth
function of the cut-off scale Λ, the adjustment of L[φ,Λ] is described by the differential
equation (4.15) on page 38. Integrating (4.15) perturbatively between the initial scale
Λ0 and the renormalisation scale ΛR ¿ Λ0, I have derived Theorem 10 on page 48
which describes the power-counting behaviour of the expansion coefficients of L[φ,Λ].
The power-counting degree is given by topological data of ribbon graphs and two scaling
exponents of the (summed and differentiated) cut-off propagator. This power-counting
theorem is model independent, but it relied on boundary conditions for the integrations
which do not correspond to a physically meaningful model.

I will show in this Section that the four-dimensional duality-covariant noncommut-
ative φ4-theory given by the action (1.5) on page 5 admits an improved power-counting
behaviour which only relies on a finite number of physical boundary conditions for the
integration.

5.1 Integration of the matrix Polchinski equation

To some extent, finding a renormalisable model is a matter of trial and error: The model
is defined by the set of relevant and marginal interactions as it comes out of the power-
counting theorem, but on the other hand this output is used as the input to derive the
power-counting theorem. To say it differently: One has to be lucky to make the right
ansatz for the initial interaction which is then reconfirmed by the power-counting theorem
as the set of relevant and marginal interactions. I am going to prove that the following
ansatz for the initial interaction of a (D = 4)-dimensional model is such a lucky choice:

L[φ,Λ0,Λ0, ρ
0] =

∑

m1,m2,n1,n2∈N

1

2πθ

(1

2

(
ρ0

1+(n1+m1+n2+m2)ρ0
2

)
φm1

m2
n1

n2
φn1

n2
m1

m2

− ρ0
3

(√
n1m1φm1

m2
n1

n2
φn1−1

n2
m1−1

m2
+
√
n2m2φm1

m2
n1

n2
φ n1

n2−1
m1

m2−1

))

+
∑

m1,m2,n1,n2,k1,k2,l1,l2∈N

1

4!
ρ0

4 φm1

m2
n1

n2
φn1

n2
k1

k2
φ k1

k2
l1

l2
φ l1

l2
m1

m2
. (5.1)

For simplicity, I impose a symmetry between the upper and lower component, which could
be relaxed by taking different ρ-coefficients in front of mi+ni and

√
mini. Accordingly, I

choose the same weights in the noncommutativity matrix, θ1 = θ2 ≡ θ.
The differential equation (4.15) is non-perturbatively defined. However, we shall solve

it perturbatively as a formal power series in a coupling constant λ which later on (equation
(5.14) on page 55) will be related to a normalisation condition at Λ = ΛR. We thus
consider the expansion (4.51) on page 47 where we put D = 4 and

V4 = (2πθ)2 , (5.2)
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identified by comparison of (4.1) on page 35 with (3.42) on page 32. According to (4.50)
we have µ−1 =

√
2πθ. We choose

K[m
1

m2 ,Λ] := K
( m1

θΛ2

)
K

( m2

θΛ2

)
,

⇒ ∆K
m1

m2
n1

n2 ; k1

k2
l1

l2

(Λ) =

( ∏

i ∈m1, m2, n1, n2,

k1, k2, l1, l2

K
( i

θΛ2

))
∆m1

m2
n1

n2 ; k1

k2
l1

l2
, (5.3)

where K(x) is a smooth monotonous cut-off function19 with K(x) = 1 for x ≤ 1 and
K(x) = 0 for x ≥ 2. With all these specifications, the normalised Polchinski equation
(4.52) on page 47 takes the form

Λ
∂

∂Λ
A(V )
m1n1;...;mNnN

[Λ,Λ0, ρ
0]

=
N∑

N1=2

V−1∑
V1=1

∑

m,n,k,l∈N2

1

2
Qnm;lk(Λ)A(V1)

m1n1;...;mN1−1nN1−1;mn[Λ]A
(V−V1)
mN1

nN1
;...;mNnN ;kl[Λ]

+
((

N

N1−1

)
− 1

)
permutations

−
∑

m,n,k,l∈N2

1

2
Qnm;lk(Λ)A

(V )
m1n1;...;mNnN ;mn;kl[Λ] , (5.4)

with

Qnm;lk(Λ) :=
1

2πθ
Λ
∂∆K

nm;lk(Λ)

∂Λ
. (5.5)

I am going to compute the functions A
(V )
m1n1;...;mNmN by iteratively integrating the Pol-

chinski equation (5.4) starting from boundary conditions either at ΛR or at Λ0. The right
choice of the integration direction is an art: The boundary condition influences crucially
the estimation, which in turn justifies or discards the original choice of the boundary con-
dition. At the end of numerous trial-and-error experiments with the boundary condition,
one convinces oneself that the procedure described in Definition 12 below is—up to finite
re-normalisations discussed later—the unique possibility20 to renormalise the model.

I recall from Section 4.3 that the matrix Polchinski equation (5.4) is solved by rib-
bon graphs drawn on a Riemann surface of uniquely determined genus g and uniquely
determined number B of boundary components (holes). The ribbons are made of double-

line propagators
�� ��

�� ��

m l

n k
= Qmn;kl(Λ) attached to vertices

��
��� ����	

���
���	��

m1

n4

n1
m2

n2

m3

n3
m4

= δn1m2δn2m3δn3m4δn4m1 . (5.6)

19A possible plot is shown in (2.10) on page 14.
20I “only” prove that the method works, not its uniqueness. The reader who doubts uniqueness of the

integration procedure is invited to attempt a different way.
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A graph γ is produced via a certain history of contractions of (in each step) either two
smaller subgraphs (with fewer vertices) or a self-contraction of a subgraph with two ad-
ditional external legs. At a given order V of vertices there are finitely many N -leg graphs
(distinguished by their topology and the permutation of external indices) contributing

the part A
(V )γ
m1n1;...;mNmN to a function A

(V )
m1n1;...;mNmN . A ribbon graph is called one-particle

irreducible (1PI) if it remains connected when removing a single propagator. The first
term on the rhs of the Polchinski equation (5.4) leads always to one-particle reducible
graphs, because it is left disconnected when removing the propagator Qnm;lk in (5.4).

According to the detailed properties a graph γ we define the following recursive pro-
cedure (starting with the vertex (5.6) which does not have any subgraphs) to integrate
the matrix Polchinski equation (5.4):

Definition 12 We consider generalised21 ribbon graphs γ which result via a history of
contractions of subgraphs which at each contraction step have already been integrated ac-
cording to the rules given below.

1. Let γ be a planar (B = 1, g = 0) one-particle irreducible graph with N = 4 external
legs, where the index along each of its trajectories is constant (this includes the two
external indices of a trajectory and the chain of indices at contracting inner vertices
in between them). Then, the contribution A

(V )γ
m1

m2
n1

n2 ;n1

n2
k1

k2 ; k1

k2
l1

l2
; l1

l2
m1

m2

(Λ) (using the natural

cyclic order of legs of a planar graph) of γ to the effective action is integrated as follows:

A
(V )γ
m1

m2
n1

n2 ;n1

n2
k1

k2 ; k1

k2
l1

l2
; l1

l2
m1

m2

[Λ]

:= −
∫ Λ0

Λ

dΛ′

Λ′

{
̂

Λ′
∂

∂Λ′
A

(V )γ
m1

m2
n1

n2 ;n1

n2
k1

k2 ; k1

k2
l1

l2
; l1

l2
m1

m2

[Λ′]

−
��

�

���

�

��

�

�	

�

���

�

��

�

�	

�

��

�m1

m2

n1

n2

k1

k2

l1

l2

·
[

̂
Λ′

∂

∂Λ′
A

(V )γ
0
0

0
0
; 0
0

0
0
; 0
0

0
0
; 0
0

0
0

[Λ′]

]}

+
��

�

��� ��

�

�	

���

�

���	

�
��

m1

m2

n1

n2

k1

k2

l1

l2
[∫ Λ

ΛR

dΛ′

Λ′

( ̂
Λ′

∂

∂Λ′
A

(V )γ
0
0

0
0
; 0
0

0
0
; 0
0

0
0
; 0
0

0
0

[Λ′]
)

+ A
(V )γ
0
0

0
0
; 0
0

0
0
; 0
0

0
0
; 0
0

0
0

[ΛR]

]
. (5.7)

Here (and in the sequel), the wide hat over the Λ′-derivative of an Aγ-function indicates
that the rhs of the matrix Polchinski equation (5.4) has to be inserted. The two vertices
in the third and fourth lines of (5.7) are identical (both are equal to 1). The four-leg
graph in the third line of (5.7) indicates that the graph corresponding to the function
in brackets right of it has to be inserted into the holes. The result22 is a graph with
the same topology as the function in the second line, but different indices on inner
trajectories. The graph in the fourth line of (5.7) is identical to the original vertex
(5.6). The different symbol shall remind us that in the analytic expression for subgraphs
containing the vertex of the last line in (5.7) we have to insert the value in brackets
right of it.

21This refers to graphs with composite propagators as defined in Section 5.2 on page 55.
22See (2.17) for an example.
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Remark: I use here (and in all other cases below) the convention (its consistency will
be shown later) that at Λ = Λ0 the contribution to the initial four-point function is

independent of the external indices, A
(V )γ
0
0

0
0
; 0
0

0
0
; 0
0

0
0
; 0
0

0
0

[Λ0] = A
(V )γ
m1

m2
n1

n2 ;n1

n2
k1

k2 ; k1

k2
l1

l2
; l1

l2
m1

m2

[Λ0]. This

is not really necessary, we could admit A
(V )γ
m1

m2
n1

n2 ;n1

n2
k1

k2 ; k1

k2
l1

l2
; l1

l2
m1

m2

[Λ0] − A(V )γ
0
0

0
0
; 0
0

0
0
; 0
0

0
0
; 0
0

0
0

[Λ0] =

Cm1

m2
n1

n2 ;n1

n2
k1

k2 ; k1

k2
l1

l2
; l1

l2
m1

m2
[Λ0] with

∣∣Cm1

m2
n1

n2 ;n1

n2
k1

k2 ; k1

k2
l1

l2
; l1

l2
m1

m2
[Λ0]

∣∣ ≤ const
θΛ2

0
.

2. Let γ be a planar (B = 1, g = 0) 1PI graph with N = 2 external legs, where either the
index is constant along each trajectory, or one component of the index jumps23 once
by ±1 and back on one of the trajectories, whereas the index along the possible other
trajectory remains constant. Then, the contribution A

(V )γ
m1

m2
n1

n2 ;n1

n2
m1

m2

[Λ] of γ to the effective

action is integrated as follows:

A
(V )γ
m1

m2
n1

n2 ;n1

n2
m1

m2

[Λ]

:= −
∫ Λ0

Λ

dΛ′

Λ′

{
̂

Λ′
∂

∂Λ′
A

(V )γ
m1

m2
n1

n2 ;n1

n2
m1

m2

(Λ′)

− �� �

�� � ���
���

m1

m2
m1

m2

n1

n2
n1

n2 ·
[

̂
Λ′

∂

∂Λ′
A

(V )γ
0
0

0
0
; 0
0

0
0

[Λ′] +m1
( ̂
Λ′

∂

∂Λ′
A

(V )γ
1
0

0
0
; 0
0

1
0

[Λ′]−
̂

Λ′
∂

∂Λ′
A

(V )γ
0
0

0
0
; 0
0

0
0

[Λ′]
)

+m2
( ̂
Λ′

∂

∂Λ′
A

(V )γ
0
1

0
0
; 0
0

0
1

[Λ′]−
̂

Λ′
∂

∂Λ′
A

(V )γ
0
0

0
0
; 0
0

0
0

[Λ′]
)

+ n1
(
Λ′

̂∂

∂Λ′
A

(V )γ
0
0

1
0
; 1
0

0
0

[Λ′]−
̂

Λ′
∂

∂Λ′
A

(V )γ
0
0

0
0
; 0
0

0
0

[Λ′]
)

+ n2
( ̂
Λ′

∂

∂Λ′
A

(V )γ
0
0

0
1
; 0
1

0
0

[Λ′]−
̂

Λ′
∂

∂Λ′
A

(V )γ
0
0

0
0
; 0
0

0
0

[Λ′]
)]}

+
�� �

�� � ��

��

m1

m2
m1

m2

n1

n2
n1

n2

[∫ Λ

ΛR

dΛ′

Λ′

( ̂
Λ′

∂

∂Λ′
A

(V )γ
0
0

0
0
; 0
0

0
0

[Λ′]
)

+ A
(V )γ
0
0

0
0
; 0
0

0
0

[ΛR]

+m1

( ∫ Λ

ΛR

dΛ′

Λ′

( ̂
Λ′

∂

∂Λ′
A

(V )γ
1
0

0
0
; 0
0

1
0

[Λ′]−
̂

Λ′
∂

∂Λ′
A

(V )γ
0
0

0
0
; 0
0

0
0

[Λ′]
)

+ A
(V )γ
1
0

0
0
; 0
0

1
0

[ΛR]−A(V )γ
0
0

0
0
; 0
0

0
0

[ΛR]

)

+m2

( ∫ Λ

ΛR

dΛ′

Λ′

( ̂
Λ′

∂

∂Λ′
A

(V )γ
0
1

0
0
; 0
0

0
1

[Λ′]−
̂

Λ′
∂

∂Λ′
A

(V )γ
0
0

0
0
; 0
0

0
0

[Λ′]
)

+ A
(V )γ
0
1

0
0
; 0
0

0
1

[ΛR]−A(V )γ
0
0

0
0
; 0
0

0
0

[ΛR]

)

+ n1

( ∫ Λ

ΛR

dΛ′

Λ′

( ̂
Λ′

∂

∂Λ′
A

(V )γ
0
0

1
0
; 1
0

0
0

[Λ′]−
̂

Λ′
∂

∂Λ′
A

(V )γ
0
0

0
0
; 0
0

0
0

[Λ′]
)

+ A
(V )γ
0
0

1
0
; 1
0

0
0

[ΛR]−A(V )γ
0
0

0
0
; 0
0

0
0

[ΛR]

)

+ n2

( ∫ Λ

ΛR

dΛ′

Λ′

( ̂
Λ′

∂

∂Λ′
A

(V )γ
0
0

0
1
; 0
1

0
0

[Λ′]−
̂

Λ′
∂

∂Λ′
A

(V )γ
0
0

0
0
; 0
0

0
0

[Λ′]
)

+ A
(V )γ
0
0

0
1
; 0
1

0
0

[ΛR]−A(V )γ
0
0

0
0
; 0
0

0
0

[ΛR]

)]
.

(5.8)

23A jump forward and backward means the following: Let k1, . . . , ka−1 be the sequence of indices at
inner vertices on the considered trajectory −→nm, in correct order between n and m. Then, for either r = 1
or r = 2 we require nr = kr

i = mr for all i ∈ [1, p−1] ∪ [q, a−1] and kr
i = nr ± 1 (fixed sign) for all

i ∈ [p, q−1]. The cases p = 1, q = p+1 and q = a are admitted. The other index component is constant
along the trajectory.
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3. Let γ be a planar (B = 1, g = 0) 1PI graph having N = 2 external legs with external

indices m1n1;m2n2 = m1±1
m2

n1±1
n2 ; n

1

n2
m1

m2 (equal sign) or m1n1;m2n2 = m1

m2±1
n1

n2±1
; n

1

n2
m1

m2 ,
with a single24 jump in the index component of each trajectory. Under these conditions
the contribution of γ to the effective action is integrated as follows:

A
(V )γ
m1+1

m2
n1+1

n2 ;n1

n2
m1

m2

[Λ]

:= −
∫ Λ0

Λ

dΛ′

Λ′

{
̂

Λ′
∂

∂Λ′
A

(V )γ
m1+1

m2
n1+1

n2 ;n1

n2
m1

m2

[Λ′]

−
√

(m1+1)(n1+1)
�� �

�� � ���
���

m1+1
m2

m1

m2

n1+1
n2

n1

n2 ·
[

̂
Λ′

∂

∂Λ′
A

(V )γ
1
0

1
0
; 0
0

0
0

[Λ′]

]}

+
√

(m1+1)(n1+1)
�� �

�� � ��

��

m1+1
m2

m1

m2

n1+1
n2

n1

n2

[∫ Λ

ΛR

dΛ′

Λ′

( ̂
Λ′

∂

∂Λ′
A

(V )γ
1
0

1
0
; 0
0

0
0

[Λ′]
)

+ A
(V )γ
1
0

1
0
; 0
0

0
0

[ΛR]

]
,

(5.9)

A
(V )γ

m1

m2+1
n1

n2+1
;n1

n2
m1

m2

[Λ]

:= −
∫ Λ0

Λ

dΛ′

Λ′

{
̂

Λ′
∂

∂Λ′
A

(V )γ
m1

m2+1
n1

n2+1
;n1

n2
m1

m2

[Λ′]

−
√

(m2+1)(n2+1)
�� �

�� � ���
���

m1

m2+1
m1

m2

n1

n2+1
n1

n2 ·
[

̂
Λ′

∂

∂Λ′
A

(V )γ
0
1

0
1
; 0
0

0
0

[Λ′]

]}

+
√

(m2+1)(n2+1)
�� �

�� � ��

��

m1

m2+1
m1

m2

n1

n2+1
n1

n2

[∫ Λ

ΛR

dΛ′

Λ′

( ̂
Λ′

∂

∂Λ′
A

(V )γ
0
1

0
1
; 0
0

0
0

[Λ′]
)

+ A
(V )γ
0
1

0
1
; 0
0

0
0

[ΛR]

]
.

(5.10)

4. Let γ be any other type of graph. This includes non-planar graphs (B > 1 and/or
g > 0), graphs with N ≥ 6 external legs, one-particle reducible graphs, four-point graphs
with non-constant index along at least one trajectory and two-point graphs where the
integrated absolute value of the jump along the trajectories is bigger than 2. Then, the
contribution of γ to the effective action is integrated as follows:

A(V )γ
m1n1;...;mNnN

[Λ] := −
∫ Λ0

Λ

dΛ′

Λ′

( ̂
Λ′

∂

∂Λ′
A

(V )γ
m1n1;...;mNnN [Λ′]

)
. (5.11)

The integration procedure identifies the following distinguished functions ρa[Λ,Λ0, ρ
0]:

ρ1[Λ,Λ0, ρ
0] :=

∑

γ as in Def. 12.2

Aγ0
0

0
0
; 0
0

0
0

[Λ,Λ0, ρ
0] , (5.12a)

ρ2[Λ,Λ, ρ
0] :=

∑

γ as in Def. 12.2

(
Aγ1

0
0
0
; 0
0

1
0

[Λ,Λ0, ρ
0]− Aγ0

0
0
0
; 0
0

0
0

[Λ,Λ0, ρ
0]

)
, (5.12b)

24In case of the index arrangement m1n1; m2n2 = m1+1
m2

n1+1
n2 ; n1

n2
m1

m2 and sequences k1, . . . , ka−1

(l1, . . . , lb−1) of indices at inner vertices on the trajectory −−−→n1m2 (−−−→n2m1) this means that there exist
labels p, q with n1+1 = k1

i for all i ∈ [1, p−1], n1 = k1
i for all i ∈ [p, a−1] and n2 = k2

i for all i ∈ [1, a−1]
on one trajectory and m1+1 = l1j for all j ∈ [q, b−1], m1 = k1

j for all j ∈ [1, q−1] and m2 = k2
j for all

j ∈ [1, b−1] on the other trajectory. The cases p ∈ {1, a} and q ∈ {1, b} are admitted.
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ρ3[Λ,Λ0, ρ
0] :=

∑

γ as in Def. 12.3

(
− Aγ1

0
1
0
; 0
0

0
0

[Λ,Λ0, ρ
0]

)
, (5.12c)

ρ4[Λ,Λ0, ρ
0] :=

∑

γ as in Def. 12.1

Aγ0
0

0
0
; 0
0

0
0
; 0
0

0
0
; 0
0

0
0

[Λ,Λ0, ρ
0] . (5.12d)

This identification uses the symmetry properties of the A-functions when summed over
all contributing graphs. It follows from Definition 12 and (5.1) that

ρa[Λ0,Λ0, ρ
0] ≡ ρ0

a , a = 1, . . . , 4 . (5.13)

As part of the renormalisation strategy encoded in Definition 12, the coefficients (5.12)
are kept constant at Λ = ΛR. We define

ρa[ΛR,Λ0, ρ
0] = 0 for a = 1, 2, 3 , ρ4[ΛR,Λ0, ρ

0] = λ . (5.14)

The normalisation (5.14) for ρ1, ρ2, ρ3 identifies ∆K
nm;lk(ΛR) as the cut-off propagator re-

lated to the normalised two-point function at ΛR. This entails a normalisation of the
mass µ0, the oscillator frequency Ω and the amplitude of the fields φmn. The normalisa-
tion condition for ρ4[ΛR,Λ0, ρ

0] defines the coupling constant used in the expansion (4.51)
on page 47.

5.2 Ribbon graphs with composite propagators

It is convenient to write the linear combination of the functions in braces { } in (5.7)–
(5.10) as a (non-unique) linear combination of graphs in which we find at least one of the
following composite propagators:

Q(0)
m1

m2
n1

n2 ;n1

n2
m1

m2

:= Qm1

m2
n1

n2 ;n1

n2
m1

m2
−Q 0

0
n1

n2 ;n1

n2
0
0

=
�� ��� ��� ��� ��� ��� ��� ��� ��� ��� ���

��

n1

n2
n1

n2

m1

m2
m1

m2

(5.15a)

Q(1)
m1

m2
n1

n2 ;n1

n2
m1

m2

:= Q(0)
m1

m2
n1

n2 ;n1

n2
m1

m2

−m1Q(0)
1
0

n1

n2 ;n1

n2
1
0

−m2Q(0)
0
1

n1

n2 ;n1

n2
0
1

=
�� � � � � � � � � � � � � � � � � � � � �

��

n1

n2
n1

n2

m1

m2
m1

m2

(5.15b)

Q(+ 1
2
)

m1+1
m2

n1+1
n2 ;n1

n2
m1

m2

:= Qm1+1
m2

n1+1
n2 ;n1

n2
m1

m2
−
√
m1+1Q 1

0
n1+1

n2 ;n1

n2
0
0

=
�� ��� ��� ��� ��� ��� ��� ��� ��� ��� ���

��

n1+1
n2

n1

n2

m1+1
m2

m1

m2

(5.15c)

Q(− 1
2
)

m1

m2+1
n1

n2+1
;n1

n2
m1

m2

:= Q m1

m2+1
n1

n2+1
;n1

n2
m1

m2
−
√
m2+1Q 0

1
n1

n2+1
;n1

n2
0
0

=
�� ��� ��� ��� ��� ��� ��� ��� ��� ��� ���

��

n1

n2+1
n1

n2

m1

m2+1
m1

m2

(5.15d)

To obtain the linear combination we recall how the graph γ under consideration is pro-
duced via a history of contractions and integrations of subgraphs. For a history a-b-. . . -n
(a first) we have

Λ
∂

∂Λ
A(V )γ
m1n1;...;mNnN

[Λ]

=
∑

ma,na,ka,la,...,mn,nn,kn,ln

∫ (Λ)B

(Λ)A

dΛn

Λn

∫ (Λn)B

(Λn)A

dΛn−1

Λn−1

. . .

∫ (Λb)B

(Λb)A

dΛa

Λa

×Qmnnn;knln(Λn) . . . Qmbnb;kblb(Λb)Qmana;kala(Λa)V
manakala...mnnnknln
m1n1...mNnN

, (5.16)
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where V manakala...mnnnknln
m1n1...mNnN

is the vertex operator and either (Λi)A = Λi, (Λi)B = Λ0 or
(Λi)A = ΛR, (Λi)B = Λi. Note that in (5.16) there is one integration less than the

number of propagators. The graph Λ ∂
∂Λ
A

(V )γ
00;...;00[Λ] is obtained via the same procedure

(including the choice of the integration direction), except that we use the vertex operator
V manakala...mnnnknln

00...00 . This means that all propagator indices which are not determined by
the external indices are the same. Therefore, we can factor out in the difference of graphs
all completely inner propagators and the integration operations.

We first consider the difference in (5.7). Since γ is one-particle irreducible with con-
stant index on each trajectory, we get for a certain permutation π ensuring the history of
integrations

̂
Λ′

∂

∂Λ′
A

(V )γ
mn;nk;kl;lm[Λ′]−

̂
Λ′

∂

∂Λ′
A

(V )γ
00;00;00;00[Λ

′]

= . . .

{
a∏
i=1

Qmπikπi ;kπimπi
(Λπi

)−
a∏
i=1

Q0kπi ;kπi0
(Λπi

)

}

= . . .

{
a∑

b=1

( b−1∏
i=1

Q0kπi ;kπi0
(Λπi

)
)
Q(0)
mπb

kπb
;kπb

mπb
(Λπb

)

×
( a∏

j=b+1

Qmπ(j)kπ(j);kπ(j)mπ(j)
(Λπ(j))

)}
, (5.17)

where γ contains a propagators with external indices and mπi
∈ {m,n, k, l}. The parts

of the analytic expression common to both
̂

Λ′ ∂
∂Λ′A

(V )γ
mn;nk;kl;lm[Λ′] and

̂
Λ′ ∂

∂Λ′A
(V )γ
00;00;00;00[Λ

′]
are symbolised by the dots. The kπi

are inner indices. We thus learn that the difference
of graphs appearing in the braces in (5.7) can be written as a sum of graphs each one
having one composite propagator (5.15a). Of course, the identity (5.17) is nothing but
a generalisation of an − bn =

∑n−1
k=0 b

k(a−b)an−k−1. There are similar identities for the
differences appearing in (5.8)–(5.10). I delegate their derivation to Appendix E.1. I show
in Appendix E.2 how the difference operation works for a concrete example of a two-leg
graph.

5.3 Bounds for the cut-off propagator

Differentiating the cut-off propagator (5.3) with respect to Λ and recalling from (2.10)
that the cut-off function K(x) is constant unless x ∈ [1, 2], we notice that for our choice
θ1 = θ2 ≡ θ the indices are restricted as follows:

Λ
∂∆K

m1

m2
n1

n2 ; k1

k2
l1

l2

(Λ)

∂Λ
= 0 unless θΛ2 ≤ max(m1,m2, n1, n2, k1, k2, l1, l2) ≤ 2θΛ2 .

(5.18)

In particular, the volume of the support of the differentiated cut-off propagator (5.18)
with respect to a single index m,n, k, l ∈ N2 equals 4θ2Λ4, in agreement with (4.54) on
page 47 for a (D = 4)-dimensional model.
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I determine in Appendix F on page 145 the Λ-dependence of the maximised propagator
∆C
mn;kl, which is the application of the sharp cut-off realising the condition (5.18) to the

propagator, for selected values of C = θΛ2 and Ω, which is extremely well reproduced by
(F.2) and (F.5). We thus obtain for the maximum of (5.5)

max
m,n,k,l

∣∣Qmn;kl(Λ)
∣∣ ≤ 1

2πθ
(32 max

x
|K ′(x)|) max

m,n,k,l

∣∣∆C
mn;kl

∣∣
C=Λ2θ

≤





C0

ΩΛ2θ
δm+k,n+l for Ω > 0 ,

C0√
Λ2θ

δm+k,n+l for Ω = 0 ,

(5.19)

where C0 = C ′0
40
3π

maxx |K ′(x)|. The constant C ′0 ' 1 corrects the fact that (F.2) holds
asymptotically only. Next, from (F.3) and (F.6) we obtain

max
m

∑

l

max
n,k

∣∣Qmn;kl(Λ)
∣∣ ≤ 1

2πθ
(32 max

x
|K ′(x)|) max

m

∑

l

max
n,k

∣∣∆C
mn;kl

∣∣
C=Λ2θ

≤





C1

Ω2θΛ2
for Ω > 0 ,

3C1

θµ2
0

for Ω = 0 ,

(5.20)

where C1 = 48C ′1/(7π) maxx |K ′(x)|. The product of (5.19) by the volume 4θ2Λ4 of the
support of the cut-off propagator with respect to a single index leads to the following
bound:

∑
m

(
max
n,k,l

∣∣Qmn;kl(Λ)
∣∣
)
≤





4C0
θΛ2

Ω
for Ω > 0 ,

4C0

(√
θΛ

)3
for Ω = 0 .

(5.21)

According to (B.49) on page 108 there is the following refinement of the estimation (5.19):

∣∣∣Qm1

m2
n1

n2 ;
n1−a1

n2−a2
m1−a1

m2−a2
(Λ)

∣∣∣
ar≥0,mr≤nr

≤ Ca1,a2

( m1

θΛ2

)a1
2
( m2

θΛ2

)a2
2 1

ΩθΛ2
. (5.22)

This property will imply that graphs with big total jump along the trajectories are sup-
pressed, provided that the indices on the trajectory are “small”. However, there is a
potential danger from the presence of completely inner vertices, where the index summa-
tion runs over “large” indices as well. Fortunately, according to (F.4) this case can be
controlled by the following property of the propagator:

( ∑

l ∈ N2

‖m− l‖1 ≥ 5

max
k,n∈N2

∣∣Qm1

m2
n1

n2 ; k1

k2
l1

l2
(Λ)

∣∣
)
≤ C4

(‖m‖∞+1

θΛ2

)2 1

Ω2θΛ2
, (5.23)

where we have defined the following norms:

‖m− l‖1 :=
2∑
r=1

|mr − lr| , ‖m‖∞ := max(m1,m2) if m = m1

m2 , l = l1

l2
. (5.24)
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Moreover, we define

‖m1n1; . . . ;mNnN‖∞ := max
i=1,...,N

(‖mi‖∞, ‖ni‖∞
)
. (5.25)

Finally, we need estimations for the composite propagators (5.15), page 55, and (E.7),
page 140:

∣∣∣Q(0)
m1

m2
n1

n2 ;n1

n2
m1

m2

(Λ)
∣∣∣ ≤ C5

‖m‖∞
θΛ2

1

ΩθΛ2
, (5.26)

∣∣∣Q(1)
m1

m2
n1

n2 ;n1

n2
m1

m2

(Λ)
∣∣∣ ≤ C6

(‖m‖∞
θΛ

)2
1

ΩθΛ2
, (5.27)

∣∣∣Q(+ 1
2
)

m1+1
m2

n1+1
n2 ;n1

n2
m1

m2

(Λ)
∣∣∣ ≤ C7

(∥∥m1

m2
n1

n2 ;
n1

n2
m1

m2

∥∥
∞

θΛ2

) 3
2

1

ΩθΛ2
. (5.28)

These estimations follow from (B.51) and (B.53) on page 109.

5.4 The power-counting estimation

Now, I am going to determine the power-counting behaviour of the duality-covariant non-
commutative φ4-model, generalising Theorem 10 on page 48. The generalisation concerns
1PI planar graphs and their subgraphs. I refer to Section 4.3 on page 42 for the definition
of the segmentation index ι, of a trajectory and of an index summation. A subgraph of a
planar graph has necessarily genus g = 0 and an even number of legs on each boundary
component. We distinguish one boundary component of the subgraph which after a se-
quence of contractions will be part of the unique boundary component of an 1PI planar
graph. For a trajectory −→nm on the distinguished boundary component, which passes
through the indices k1, . . . , ka when going from n to m = o[n], I define the total jump as

〈−→nm〉 := ‖n− k1‖1 +
( a−1∑
c=1

‖kc − kc+1‖1
)

+ ‖ka −m‖1 . (5.29)

Clearly, the jump is additive: if we connect two trajectories −→nm and
−−→
mm′ to a new

trajectory
−−→
nm′, then 〈−−→nm′〉 = 〈−→nm〉 + 〈−−→mm′〉. We let T be a set of trajectories

−−−−→
njo[nj]

on the distinguished boundary component for which we measure the total jump. By
definition, the end points of a trajectory in T cannot belong to Es.

Moreover, we consider a second set T ′ of t′ trajectories
−−−−→
njo[nj] of the distinguished

boundary component where one of the end points mj or nj is kept fixed and the other

end point is summed over. However, we require the summation to run over 〈−−−−→njo[nj]〉 ≥ 5
only, see (5.23). We let

∑
Et′ be the corresponding summation operator.

Additionally, I have to introduce a new notation in order to control

• the behaviour for large indices and given Λ,

• the behaviour for given indices and large Λ
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For this purpose we let P a
b

[
m1n1;...;mNnN

θΛ2

]
denote a function of the indices m1, n1, . . . ,

mN , nN and the scale Λ which is bounded as follows:

0 ≤ P a
b

[m1n1; . . . ;mNnN
θΛ2

]
≤

{
CaM

a for M ≥ 1 ,
CbM

b for M ≤ 1 ,
(5.30)

M := max
mi,ni /∈Es,Et′

(mr
1 + 1

2θΛ2
,
nr1 + 1

2θΛ2
, . . . ,

nrN + 1

2θΛ2

)
,

for some constants Ca, Cb. The maximisation over the indices mr
i , n

r
i excludes the sum-

mation indices E ′t. By definition,

P a−a′
b+b′

[m1n1; . . . ;mNnN
θΛ2

]
≤ P a

b

[m1n1; . . . ;mNnN
θΛ2

]
, (5.31)

for 0 ≤ a′ ≤ a and b′ ≥ 0, assuming appropriate Ca, Cb. Moreover,

P a1
b1

[m1n1; . . . ;mN1nN2

θΛ2

]
P a2
b2

[mN1+1nN1+1; . . . ;mNnN
θΛ2

]
≤ P a1+a2

b1+b2

[m1n1; . . . ;mNnN
θΛ2

]
.

(5.32)

I am going to prove:

Proposition 13 Let γ be a ribbon graph having N external legs, V vertices, V e external
vertices and segmentation index ι, which is drawn on a genus-g Riemann surface with B
boundary components. We require the graph γ to be constructed via a history of subgraphs
and an integration procedure according to Definition 12 on page 52. Then, the contribution
A

(V,V e,B,g,ι)γ
m1n1;...;mNnN of γ to the expansion coefficient of the effective action describing a duality-

covariant φ4-theory on R4
θ in the matrix base is bounded as follows:

1. If γ is as in Definition 12.1, we have
∣∣∣A(V,V e,1,0,0)γ

m1

m2
n1

n2 ;n1

n2
k1

k2 ; k1

k2
l1

l2
; l1

l2
m1

m2

[Λ,Λ0, ρ0]− A(V,V e,1,0,0)γ
0
0

0
0
; 0
0

0
0
; 0
0

0
0
; 0
0

0
0

[Λ,Λ0, ρ0]
∣∣∣

≤ P 4V−N
1

[ m1

m2
n1

n2 ;
n1

n2
k1

k2 ;
k1

k2
l1

l2
; l

1

l2
m1

m2

θΛ2

]( 1

Ω

)3V−2−V e

P 2V−2
[
ln

Λ

ΛR

]
, (5.33a)

∣∣∣A(V,V e,1,0,0)γ
0
0

0
0
; 0
0

0
0
; 0
0

0
0
; 0
0

0
0

[Λ,Λ0, ρ0]
∣∣∣ ≤

( 1

Ω

)3V−2−V e

P 2V−2
[
ln

Λ

ΛR

]
. (5.33b)

2. If γ is as in Definition 12.2, we have
∣∣∣A(V,V e,1,0,0)γ

m1

m2
n1

n2 ;n1

n2
m1

m2

[Λ,Λ0, ρ0]− A(V,V e,1,0,0)γ
0
0

0
0
; 0
0

0
0

[Λ,Λ0, ρ0]

−m1
(
A

(V,V e,1,0,0)γ
1
0

0
0
; 0
0

1
0

[Λ,Λ0, ρ0]− A(V,V e,1,0,0)γ
0
0

0
0
; 0
0

0
0

[Λ,Λ0, ρ0]
)

− n1
(
A

(V,V e,1,0,0)γ
0
0

1
0
; 1
0

0
0

[Λ,Λ0, ρ0]− A(V,V e,1,0,0)γ
0
0

0
0
; 0
0

0
0

[Λ,Λ0, ρ0]
)

−m2
(
A

(V,V e,1,0,0)γ
0
1

0
0
; 0
0

0
1

[Λ,Λ0, ρ0]− A(V,V e,1,0,0)γ
0
0

0
0
; 0
0

0
0

[Λ,Λ0, ρ0]
)

− n2
(
A

(V,V e,1,0,0)γ
0
0

0
1
; 0
1

0
0

[Λ,Λ0, ρ0]− A(V,V e,1,0,0)γ
0
0

0
0
; 0
0

0
0

[Λ,Λ0, ρ0]
)∣∣∣

≤ (θΛ2)P 4V−N
2

[ m1

m2
n1

n2 ;
n1

n2
m1

m2

θΛ2

]( 1

Ω

)3V−1−V e

P 2V−1
[
ln

Λ

ΛR

]
, (5.34a)
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∣∣∣A(V,V e,1,0,0)γ
0
0

0
0
; 0
0

0
0

[Λ,Λ0, ρ0]
∣∣∣ ≤ (θΛ2)

( 1

Ω

)3V−1−V e

P 2V−1
[
ln

Λ

ΛR

]
, (5.34b)

∣∣∣A(V,V e,1,0,0)γ
1
0

0
0
; 0
0

1
0

[Λ,Λ0, ρ0]− A(V,V e,1,0,0)γ
0
0

0
0
; 0
0

0
0

[Λ,Λ0, ρ0]
∣∣∣ ≤

( 1

Ω

)3V−1−V e

P 2V−1
[
ln

Λ

ΛR

]
.

(5.34c)

3. If γ is as in Definition 12.3, we have
∣∣∣A(V,V e,1,0,0)γ

m1+1
m2

n1+1
n2 ;n1

n2
m1

m2

[Λ,Λ0, ρ0]−
√

(m1+1)(n1+1)A
(V,V e,1,0,0)γ
1
0

1
0
; 0
0

0
0

[Λ,Λ0, ρ0]
∣∣∣

≤ (θΛ2)P 4V−N
2

[ m1+1
m2

n1+1
n2 ; n

1

n2
m1

m2

θΛ2

]( 1

Ω

)3V−1−V e

P 2V−1
[
ln

Λ

ΛR

]
, (5.35a)

∣∣∣A(V,V e,1,0,0)γ
1
0

1
0
; 0
0

0
0

[Λ,Λ0, ρ0]
∣∣∣ ≤

( 1

Ω

)3V−1−V e

P 2V−1
[
ln

Λ

ΛR

]
. (5.35b)

4. If γ is a subgraph of an 1PI planar graph with a selected set T of trajectories on one
distinguished boundary component and a second set T ′ of summed trajectories on that
boundary component, we have

∑
Es

∑

Et′

∣∣A(V,V e,B,0,ι)γ
m1n1;...;mNnN

[Λ,Λ0, ρ0]
∣∣

≤ (
θΛ2

)(2−N
2

)+2(1−B)
P 4V−N(

2t′+
P
−−−−−→
njo[nj ]∈T

min(2, 1
2
〈−−−−→njo[nj ]〉)

)
[m1n1; . . . ;mNnN

θΛ2

]

×
( 1

Ω

)3V−N
2
−1+B−V e−ι+s+t′

P 2V−N
2

[
ln

Λ

ΛR

]
. (5.36)

5. If γ is a non-planar graph, we have

∑
Es

∣∣A(V,V e,B,g,ι)
m1n1;...;mNnN

[Λ,Λ0, ρ0]
∣∣ ≤ (

θΛ2
)(2−N

2
)+2(1−B−2g)

P 4V−N
0

[m1n1; . . . ;mNnN
θΛ2

]

×
( 1

Ω

)3V−N
2
−1+B+2g−V e−ι+s

P 2V−N
2

[
ln

Λ

ΛR

]
. (5.37)

Proof. We prove the Proposition by induction upward in the vertex order V and for given
V downward in the number N of external legs.

5. We start with with the proof for non-planar graphs, noticing that due to (5.31) the
estimations (5.33), (5.34), (5.35) and (5.36) can be further bounded by (5.37). The
proof of (5.37) reduces to the proof of Theorem 10 given in Appendix D, where we have

to take for
(
µ
Λ

)δ0 (
µ
Λ

)δ1 and
(

Λ
µ

)δ2 the estimations (5.19), (5.20) and (5.21) with both

their Λ- and Ω-dependence. Independent of the factor (5.30), the non-planarity of the
graph guarantees the irrelevance of the corresponding function so that the integration
according to Definition 12 agrees with the procedure of Theorem 10. The dependence
on

mr
i

θΛ2 ,
nr

i

θΛ2 through (5.30) is preserved in its structure, because for ω > 0 we have

∫ Λ0

Λ

dΛ′

Λ′
C

Λ′ω
P a
b

[ m

θΛ′2

]
≤

∫ Λ0

Λ

dΛ′

Λ′
C

Λ′ω
Cb

(m+1

2θΛ′2

)b
≤ 1

ω+2b

C

Λω
Cb

(m+1

2θΛ2

)b
(5.38a)



5.4 The power-counting estimation 61

for m+1 ≤ 2θΛ2 and

∫ Λ0

Λ

dΛ′

Λ′
C

Λ′ω
P a
b

[ m

θΛ′2

]
≤

∫ Λ0

√
m+1
2θ

dΛ′

Λ′
C

Λ′ω
Cb

(m+1

2θΛ′2

)b
+

∫ √m+1
2θ

Λ

dΛ′

Λ′
C

Λ′ω
Ca

(m+1

2θΛ′2

)a

≤ 1

ω+2a

C

Λω
Ca

(m+1

2θΛ2

)a
+

(ω+2a)Cb−(ω+2b)Ca
(ω+2a)(ω+2b)

C(
m+1
2θ

)ω
2

(5.38b)

for m+1 ≥ 2θΛ2. For (ω+2b)Ca > (ω+2a)Cb we can omit the last term in the second

line of (5.38b), and for (ω+2b)Ca < (ω+2a)Cb we estimate it by (ω+2a)Cb−(ω+2b)Ca

Ca(ω+2b)

times the first term. Taking a polynomial in ln Λ
ΛR

into account, the spirit of (5.38) is
unchanged due to (4.27).

The proof given in Appendix D uses the bounds (5.19) and (5.20) of the propagator,
which does not add factors m

θΛ2 . Since two legs of the subgraph(s) are contracted, the
total a-degree of (5.30) becomes 4V −N − 2, which due to (5.31) can be regarded as
degree 4V −N , too.

4. The proof of (5.36) is essentially a repetition of the proof of (5.37) (and thus of the proof
of Theorem 10), with particular care when contracting trajectories on the distinguished
boundary component. The verification of the exponents of (θΛ2), 1

Ω
and ln Λ

ΛR
in (5.36)

is identical to the proof of (5.37). We can thus restrict ourselves in verifying the a, b-
degrees of the factor (5.30).

We first consider the contraction of two smaller graphs γ1 (left subgraph) and γ2 (right
subgraph) to the total graph γ.

4.1. We first assume additionally that all indices of the contracting propagator are de-
termined (this is the case for V e

1 +V e
2 = V e and ι1+ι2 = ι), e.g.
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(5.39)

As a subgraph of an 1PI planar graph, at most one side ml or m1l1 (mk1 or m1k) of
the contracting propagator Qm1m;ll1 (Qm1m;k1k) can belong to a trajectory in T .

In the left graph of (5.39) let us assume that the side
−→
ml connects two trajectories−−−→

i[m]m ∈ T1 and
−−→
lo[l] ∈ T2 to a new trajectory

−−−−→
i[m]o[l] ∈ T . The proof for the small-

Λ degree a = 4V − N in (5.36) is immediate, because the contraction reduces the
number of external legs by 2 and we are free to estimate the contracting propagator
by its global maximisation (5.19). Concerning the large-Λ degree b, there is nothing

to prove if already 〈−−−→i[m]m〉+ 〈−−→lo[l]〉 ≥ 4. For 〈−−−→i[m]m〉+ 〈−−→lo[l]〉 < 4 we use the refined

estimation (5.22) for the contracting propagator, which gives a relative factor M
1
2
〈−→lm〉

compared with (5.19), where M = max
(‖m‖∞+1

2θΛ2 , ‖l‖∞+1
2θΛ2

)
. Now, the result follows
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from (5.29). Because of 〈−−−→i[m]m〉+ 〈−−→lo[l]〉 < 4, the indices mr, lr from the propagator

can be estimated by i[m]r and o[l]r. If the resulting jump leads to 1
2
〈−−−−→i[m]o[l]〉 > 2,

we use (5.31) to reduce it to 2. In this way we can guarantee that the b-degree does

not exceed the a-degree. Alternatively, if 〈−→lm〉 ≥ 5 we can avoid a huge 〈−−−−→i[m]o[l]〉 by
estimating the contracting propagator via (5.23) instead of25 (5.22), because a single
propagator |Qmm1;l1l| is clearly smaller than the entire sum over ‖m− l‖1 ≥ 5.

If
−−−−→
i[m]o[l] ∈ T ′, then the sum over o[l] with 〈−−−−→i[m]o[l]〉 ≥ 5 can be estimated by the

combined sum

– over a finite number of combinations of m, l with max(〈−−−→i[m]m〉, 〈−→ml〉, 〈−−→lo[l]〉) ≤ 4,
which via (5.22) and the induction hypotheses relative to T1, T2 contributes a

factor M 〈−−−−→i[m]o[l]〉 to (5.36), where M = max
(

o[l]r+1
2θΛ2 ,

i[m]r+1
2θΛ2 , l

r+1
2θΛ2 ,

mr+1
2θΛ2

)
. We use

(5.31) to reduce the b-degree from 1
2
〈−−−−→i[m]o[l]〉 to 2.

– over m via the induction hypothesis relative to
−−−→
i[m]m ∈ T ′1, combined with the

usual maximisation (5.19) of the contracting propagator and an estimation of γ2

where
−−→
lo[l] /∈ T2, T

′
2,

– over l for fixed m ≈ i[m], via (5.23), taking
−−−→
i[m]m /∈ T1, T

′
1 and

−−→
lo[l] /∈ T2, T

′
2.

– over o[l] for fixed m and l, with i[m] ≈ m ≈ l, via the induction hypothesis relative

to
−−→
lo[l] ∈ T ′2, the bound (5.19) of the propagator and

−−−→
i[m]m /∈ T1, T

′
1.

A summation over i[m] with given o[l] is analogous.

In conclusion, we have proven that the integrand for the graph γ is bounded by
(5.36). Since we are dealing with a N ≥ 6-point function, the total Λ-exponent is
negative. Using (5.38) we thus obtain the same bound (5.36) after integration from

Λ0 down to Λ. If
−−→
m1l1 ∈ T or

−−→
m1l1 ∈ T ′ we get (5.36) directly from (5.22) or (5.23).

The discussion of the right graph in (5.39) is similar, showing that the integrand is
bounded by (5.36). As long as the integrand is irrelevant (i.e. the total Λ-exponent
is negative), we get (5.36) after Λ-integration, too. However, γ might have two legs

only with 〈−−−−→i(m)m〉 + 〈−−→lo(l)〉 ≤ 2. In this case the integrand is marginal or relevant,
but according to Definition 12.4 we nonetheless integrate from Λ0 down to Λ. We
have to take into account that the cut-off propagator at the scale Λ vanishes for
Λ2 ≥ ‖m1m; k1k‖∞/θ. Assuming two relevant two-leg subgraphs γ1, γ2 bounded by
θΛ′2 times a polynomial in ln Λ′

ΛR
each, we have

∫ Λ0

Λ

dΛ′

Λ′
∣∣Qm1m;k1k(Λ

′)Aγ1 [Λ′]Aγ2 [Λ′]
∣∣

≤ C0

Ω

∫ √‖m1m;k1k‖∞/θ

Λ

dΛ′

Λ′
(θΛ′2)P 2V−2

[
ln

Λ′

ΛR

]

25In this case there is an additional factor 1
Ω in (5.20) compared with (5.19). It is plausible that this

is due to the summation, which we do not need here. However, I do not prove a corresponding formula
without summation. In order to be on a safe side, one could replace Ω in the final estimation (6.56) by
Ω2. Since Ω is finite anyway, there is no change of the final result. I therefore ignore the discrepancy in
1
Ω .
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≤ C0

Ω
‖m1m; k1k‖∞ P 2V−2

[
ln

(‖m1m; k1k‖∞
θΛ2

R

) 1
2
]

≤ C0

Ω
(θΛ2)P 2

1

[m1m; k1k

2θΛ2

]
P 2V−2

[ Λ

ΛR

]
. (5.40)

Here, I have inserted the estimation (5.19) for the propagator, restricted to its sup-

port. In the logarithm I have expanded ln
√

m
θΛ2

R
= ln

√
m
θΛ2 + ln Λ

ΛR
and estimated

(
ln

√
m
θΛ2

)q
< c m

2θΛ2 . Thus, the small-Λ degree a of the total graph is increased by
2 over the sum of the small-Λ degrees of the subgraphs (taken = 0 here), in agree-
ment with (5.36). The estimation for the logarithm is not necessary for the large-Λ
degree b in (5.30). Using (5.31) we could reduce that degree to b = 0. I would like
to underline that the integration of 1PR graphs is one of the sources for the factor
(5.30) in the power-counting theorem. Taking the factors (5.30) in the bounds for
the subgraphs γi into account, the formula modifies accordingly. We confirm (5.36)
in any case.

It is clear that all other possibilities with determined propagator indices as discussed
in Appendix D.1 are treated similarly.

4.2. Next, let one index of the contracting propagator be an undetermined summation
index, e.g.
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Let
−−−−→
i[k]o[n] ∈ T . Then, k is determined by the external indices of γ2. There is

nothing to prove for 〈−−→i[k]k〉 ≥ 4. For 〈−−→i[k]k〉 < 4 we partitionate the sum over n

into 〈−→nk〉 ≤ 4, where each term yields the integrand (5.36) as before in the case

of determined indices (5.39), and the sum over 〈−→nk〉 ≥ 5, which yields the desired
factor in (5.36) via (5.23) and the similarity k ≈ i[k] of indices. As a subgraph of a
planar graph, m 6= o[n] in γ1, so that a possible k1-summation can be transferred to

m. If
−−−−→
i[k]o[n] ∈ T ′ then in the same way as for (5.39) the summation splits into the

four possibilities related to the pieces
−−−→
no[n],

−→
kn and

−−→
i[k]k, which yield the integrand

(5.36) via the induction hypotheses for the subgraphs and via (5.22) or (5.23). The
Λ-integration yields (5.36) via (5.38) if the integrand is irrelevant, whereas we have
to perform similar considerations as in (5.40) if the integrand is relevant or marginal.

4.3. The discussion of graphs with two summation indices on the contracting propagator,
such as in
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is similar. Note that the planarity requirement implies m 6= o[n] and l 6= i[k].

4.4. Next, we look at self-contractions of the same vertex of a graph. Among the ex-
amples discussed in Section D.2 there are only two possibilities which can appear in
subgraphs of planar graphs:

���� ��

���� �

������
��
σn

σm n1 l

m1
n1

����
�� ��

��

��
��

�����

��
σn

σm
n

n

l

(5.43)

There is nothing to prove for the left graph in (5.43). To verify the large-Λ degree b
relative to the right graph, we partitionate the sum over n into

• 〈−−→i[n]n〉 ≤ 4 and 〈−−−→no[n]〉 ≤ 4, where each term yields (5.36) via the induction

hypothesis for the trajectories
−−→
i[n]n ∈ T1 and

−−−→
no[n] ∈ T1 of the subgraph (in the

same way as for the examples with determined propagator indices),

• 〈−−→i[n]n〉 ≤ 4 and 〈−−−→no[n]〉 ≥ 5, for which the induction hypothesis for
−−→
i[n]n /∈ T1, T

′
1

and
−−−→
no[n] ∈ T ′1, together with i[n] ≈ n, gives a contribution of 2 to the b-degree

in (5.30), and

• 〈−−→i[n]n〉 ≥ 5, which via the induction hypothesis for
−−→
i[n]n ∈ T ′1 and

−−−→
no[n] /∈ T1, T

′
1

gives a contribution of 2 to the b-degree in (5.30).

The case
−−−−→
i[n]o[n] ∈ T ′ is similar to discuss. At the end we always arrive at the

integrand (5.36). If it is irrelevant, the integration from Λ0 down to Λ yields (5.36)
according to (5.38). If the integrand is marginal/relevant and γ is one-particle redu-
cible, then the indices of the propagator contracting 1PI subgraphs are of the same
order as the incoming and outgoing indices of the trajectories through the propag-
ator (otherwise the 1PI subgraphs are irrelevant). Now, a procedure similar to (5.40)
yields (5.36) after integration from Λ0 down to Λ, too. If γ is 1PI and marginal or
relevant, it is actually of the type 1–3 of Definition 12 and will be discussed below.

4.5. Finally, there will be self-contractions of different vertices of a subgraph, such as in
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n1

m1

σm

σn

m kl
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The vertices to contract have to be situated on the same (distinguished) boundary
component, because the contraction of different boundary components increases the
genus and for contractions of other boundary components the proof is immediate.
Only the large-Λ degree b is questionable.

Let
−−−−→
i[m]o[l] ∈ T , with i[m] 6= o[l] due to planarity. According to (D.47), m is

regarded as a summation index. As before we split that sum over m into a piece
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with 〈−−−→i[m]m〉 ≤ 4, which yields the b-degree of the integrand (5.36) term by term via

the induction hypothesis relative to
−−−→
i[m]m,

−−→
lo[l] ∈ T1 and (5.22) for the contracting

propagator, and a piece with 〈−−−→i[m]m〉 ≥ 5, which gives (5.36) via the induction

hypothesis relative to
−−−→
i[m]m ∈ T ′1 and

−−→
lo[l] /∈ T1, T

′
1. If

−−−−→
i[m]o[l] ∈ T ′ the sum over

o[l] with
−−−−→
i[m]o[l] ≥ 5 is estimated by a finite number of combinations of m, l with

max(〈−−−→i[m]m〉, 〈−→ml〉, 〈−−→lo[l]〉) ≤ 4, which yields the integrand (5.36) via the induction
hypothesis for T1 and (5.22), and the sum over index combinations

• 〈−−−→i[m]m〉 ≤ 4, 〈−→ml〉 ≤ 4, 〈−−→lo[l]〉 ≥ 5

• 〈−−−→i[m]m〉 ≤ 4, 〈−→ml〉 ≥ 5

• 〈−−−→i[m]m〉 ≥ 5

which is controlled by the induction hypothesis relative to T ′1 or (5.23), together with
the similarity of trajectory indices at those parts where the jumps is bounded by

4. The case where
−−−→
i[k]m1 ∈ T or

−−−→
i[k]m1 ∈ T ′ is easier to treat. We thus arrive in

any case at the estimation (5.36) for the integrand of γ, which leads to the same
estimation (5.36) for γ itself according to the considerations at the end of 4.4. If γ is
of type 1–3 of Definition 12 we will treat it below.

The discussion of all other possible self-contractions as listed in Appendix D.3 is
similar.

This finishes the part 4 of the proof of Proposition 13.

1. Now, we consider 1PI planar 4-leg graphs γ with constant index on each trajectory.
If the external indices are zero, we get (5.33b) directly from Theorem 10, because the
integration direction used in the proof given in Appendix D agrees with Definition 12.1.

For non-zero external indices we decompose the difference (5.33a) according to (5.17)
on page 56 into graphs with composite propagators (5.15a), page 55, bounded by
(5.26) on page 58. The composite propagators appear on one of the trajectories of γ,
and as such already on the trajectory of a sequence of subgraphs of γ, starting with
some minimal subgraph γ0. The composite propagator is the contracting propagator
for γ0. Now, the integrand of the minimal subgraph γ0 with composite propagator
is bounded by a factor C ′5

‖m‖
Λ2θ

times the integrand of the would-be graph γ0 with
ordinary propagator, where m is the index at the trajectory under consideration. If
γ0 is irrelevant, the factor C ′5

‖m‖
Λ2θ

of the integrand survives according to (5.38) to the
subgraph γ0 itself. Otherwise, if γ0 is relevant or marginal, it is decomposed according
to 1–3 of Definition 12. Here, the last lines of (5.7)–(5.10) are independent of the
external index m so that in the difference relative to the composite propagator these
last lines of (5.7)–(5.10) cancel identically. There remains the first part of (5.7)–(5.10),
which is integrated from Λ0 downward and which is irrelevant by induction. Thus,
(5.38) applies in this case, too, saving the factor C ′5

‖m‖
Λ2θ

to γ0 in any case. This factor
thus appears in the integrand of the subgraph of γ next larger than γ0. By iteration
of the procedure we obtain the additional factor C ′5

‖m‖
Λ2θ

in the integrand of the total
graph γ with composite propagators, the Λ-degree of which being thus reduced by 2
compared with the original graph γ. Since γ itself is a marginal graph according to
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the general power-counting behaviour (5.37), the graph with composite propagator is
irrelevant and according to Definition 12.1 to be integrated from Λ0 down to Λ. This
explains (5.33a).

3. Similarly, we conclude from the proof of (5.36) that the integrands of graphs γ according
to Definition 12.3 are marginal. In particular, we immediately confirm (5.35b). For
non-zero external indices we decompose the difference (5.35a) according to (E.1) into
graphs either with composite propagators (5.15a) bounded by (5.26) or with composite
propagators (5.15c)/(5.15d) bounded by (5.28). In such a graph there are—apart from
usual propagators with bound (5.19)/(5.20)—two propagators with a1+a2 = 1 in (5.22)
and a composite propagator with bound (5.26), or one propagator with a1 + a2 = 1
in (5.22) and one composite propagator with bound (5.28). In both cases we get a

total factor
‖m1+1

m2
n1+1

n2 ‖2∞
(θΛ2)2

compared with a general planar two-point graph (5.37). The
detailed discussion of the subgraphs is similar as under 1.

2. Finally, we have to discuss graphs γ according to Definition 12.2. We first consider
the case that γ has constant index on each trajectory. It is then clear from the proof
of (5.37) that (in particular) at vanishing indices the graph γ is relevant, which is
expressed by (5.34b). Next, the difference (5.34c) of graphs can as in (5.17) be written
as a sum of graphs with one composite propagator (5.15a), the bound of which is given
by (5.26). After the treatment of subgraphs as described under 1, the integrand of
each term in the linear combination is marginal. According to Definition 12.2 we have
to integrate these terms from ΛR up to Λ which according to the general procedure of
Definition/Lemma 7 leads to (5.34c). Finally, according to (E.3) and (E.4), the linear
combination constituting the lhs of (5.34a) results in a linear combination of graphs
with either one propagator (5.15b) with bound (5.27), or with two propagators (5.15a)
with bound (5.26). A similar discussion as under 1 then leads to (5.34a).

The second case is when one index component jumps once on a trajectory and back.
According to the proof of (5.36) the integrand of γ at vanishing external indices is
marginal. We regard it nevertheless as relevant using the inequality 1 ≤ (θΛ2)(θΛ2

R)−1,
where (θΛ2

R)−1 is some number kept constant in our renormalisation procedure. We
now obtain (5.34b). Similarly, the integrand relative to the difference (5.34c) would
be irrelevant, but is considered as marginal via the same trick. Finally, the linear
combination constituting the lhs of (5.34a) is according to (E.3) and (E.6)–(E.9) a
linear combination of graphs having either two propagators with a1 + a2 = 1 in (5.22)
and a composite propagator with bound (5.26), or one propagator with a1 + a2 = 1 in
(5.22) and one composite propagator (5.15c)/(5.15d) with bound (5.28). The discussion
as before would lead to an increased large-Λ degrees P 4V−N

3 instead of P 4V−N
2 in (5.34a),

which can be reduced to P 4V−N
2 according to (5.31).

This finishes the proof of Proposition 13. ¤

It is now important to realise that the estimations (5.33)–(5.37) of Proposition 13 do
not make any reference to the initial scale Λ0. Therefore, the estimations (5.33)–(5.37),
which give finite bounds for the interaction coefficients with finite external indices, also
hold in the limit Λ0 → ∞ [KKS92]. This is the renormalisation of the duality-covariant
noncommutative φ4-model.
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In numerical computations the limit Λ0 → ∞ is difficult to realise. Taking instead a
large but finite Λ0, it is then important to estimate the error and the rate of convergence
as Λ0 approaches ∞. This type of estimations is the subject of the next section.

I finish this section with a remark on the freedom of normalisation conditions. One
of the most important steps in the proof is the integration procedure for the matrix
Polchinski equation given in Definition 12. For presentational reasons I have chosen the
smallest possible set of graphs to be integrated from ΛR upward. This can easily be
generalised. We could admit in (5.7) any planar 1PI four-point graphs for which the
incoming index of each trajectory is equal to the outgoing index on that trajectory, but
with arbitrary jump along the trajectory. There is no change of the estimation (5.33a),

because (according to Proposition 13.4)
̂

Λ′ ∂
∂Λ′A

(V,V e,1,0,0)γ
m1

m2
n1

n2 ;n1

n2
k1

k2 ; k1

k2
l1

l2
; l1

l2
m1

m2

[Λ′] is already irrelevant

for these graphs, so is the difference in braces in (5.7). Moreover, integrating such an
irrelevant graph according to the last line of (5.7) from ΛR upward we obtain a bound

1
(Λ2

Rθ)
P 2V−2[ln Λ

ΛR
], which agrees with (5.33b), because Λ2

Rθ is finite. Similarly, we can

relax the conditions on the jump along the trajectory in (5.8)–(5.10). We would then
define the ρa[Λ,Λ0, ρ

0]-functions in (5.12) for that enlarged set of graphs γ.
In a second generalisation we could admit one-particle reducible graphs in 1–3 of

Definition 12 and even non-planar graphs with the same condition on the external indices
as in 1–3 of Definition 12. Since there is no difference in the power-counting behaviour
between non-planar graphs and planar graphs with large jump, the discussion is as before.
However, the convergence theorem developed in the next section cannot be adapted in an
easy way to normalisation conditions involving non-planar graphs.

In summary, the proposed generalisations constitute different normalisation conditions
of the same duality-covariant φ4-model. Passing from one normalisation to another one
is a finite re-normalisation. The invariant characterisation of our model is its definition
via four independent normalisation conditions for the ρ-functions so that at large scales
the effective action approaches (5.1).
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6 The convergence theorem

In this section I prove the convergence of the coefficients of the effective action in the
limit Λ0 → ∞, relative to the integration procedure given in Definition 12. This is a
stronger result than the power-counting estimation of Proposition 13, which e.g. would
be compatible with bounded oscillations. Additionally, I identify the rate of convergence
of the interaction coefficients.

6.1 The Λ0-dependence of the effective action

We have to control the Λ0-dependence which enters the effective action via the integration
procedure of Definition 12. There is an explicit dependence via the integration domain
of irrelevant graphs and an implicit dependence through the normalisation (5.14), which
requires a carefully adapted Λ0-dependence of ρ0

a. For fixed Λ = ΛR but variable Λ0 we
consider the identity

L[φ,ΛR,Λ
′
0, ρ

0[Λ′0]]− L[φ,ΛR,Λ
′′
0, ρ

0[Λ′′0]] ≡
∫ Λ′0

Λ′′0

dΛ0

Λ0

(
Λ0

d

dΛ0

L[φ,ΛR,Λ0, ρ
0[Λ0]]

)

=

∫ Λ′0

Λ′′0

dΛ0

Λ0

(
Λ0
∂L[φ,ΛR,Λ0, ρ

0]

∂Λ0

+
4∑

a=1

Λ0
dρ0

a

dΛ0

∂L[φ,ΛR,Λ0, ρ
0]

∂ρ0
a

)
. (6.1)

The model is defined by fixing the boundary condition for ρb at ΛR, i.e. by keeping
ρb[ΛR,Λ0, ρ

0] = constant:

0 = dρb[ΛR,Λ0, ρ
0] =

∂ρb[ΛR,Λ0, ρ
0]

∂Λ0

dΛ0 +
4∑

a=1

∂ρb[ΛR,Λ0, ρ
0]

∂ρ0
a

dρ0
a

dΛ0

dΛ0 . (6.2)

Assuming that we can invert the matrix ∂ρb[ΛR,Λ0,ρ0]
∂ρ0a

, which is possible in perturbation
theory, we get

dρ0
a

dΛ0

= −
4∑

b=1

∂ρ0
a

∂ρb[ΛR,Λ0, ρ0]

∂ρb[ΛR,Λ0, ρ
0]

∂Λ0

. (6.3)

Inserting (6.3) into (6.1) we obtain

L[φ,ΛR,Λ
′
0, ρ

0[Λ′0]]− L[φ,ΛR,Λ
′′
0, ρ

0[Λ′′0]] =

∫ Λ′0

Λ′′0

dΛ0

Λ0

R[φ,ΛR,Λ0, ρ
0[Λ0]] , (6.4)

with

R[φ,Λ,Λ0, ρ
0] := Λ0

∂L[φ,Λ,Λ0, ρ
0]

∂Λ0

−
4∑

a,b=1

∂L[φ,Λ,Λ0, ρ
0]

∂ρ0
a

∂ρ0
a

∂ρb[Λ,Λ0, ρ0]
Λ0
∂ρb[Λ,Λ0, ρ

0]

∂Λ0

. (6.5)
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Following [Pol84] we differentiate (6.5) with respect to Λ:

Λ
∂R

∂Λ
= Λ0

∂

∂Λ0

(
Λ
∂L

∂Λ

)
−

4∑

a,b=1

∂

∂ρ0
a

(
Λ
∂L

∂Λ

)∂ρ0
a

∂ρb
Λ0

∂ρb
∂Λ0

+
4∑

a,b,c,d=1

∂L

∂ρ0
a

∂ρ0
a

∂ρb

∂

∂ρ0
c

(
Λ
∂ρb
∂Λ

)∂ρ0
c

∂ρd
Λ0
∂ρd
∂Λ0

−
4∑

a,b=1

∂L

∂ρ0
a

∂ρ0
a

∂ρb
Λ0

∂

∂Λ0

(
Λ
∂ρb
∂Λ

)
. (6.6)

I have omitted the dependencies for simplicity and made use of the fact that the derivatives
with respect to Λ,Λ0, ρ

0 commute. Using (4.15), with V4 = (2πθ)2, we compute the terms
on the rhs of (6.6):

Λ0
∂

∂Λ0

(
Λ
∂L[φ,Λ,Λ0, ρ

0]

∂Λ

)

=
∑

m,n,k,l

1

2
Λ
∂∆K

nm;lk(Λ)

∂Λ

(
2
∂L[φ,Λ,Λ0, ρ

0]

∂φmn

∂

∂φkl

(
Λ0

∂

∂Λ0

L[φ,Λ,Λ0, ρ
0]

)

− 1

(2πθ)2

[ ∂2

∂φmn ∂φkl

(
Λ0

∂

∂Λ0

L[φ,Λ,Λ0, ρ
0]

)]
φ

)

≡M
[
L,Λ0

∂L

∂Λ0

]
. (6.7)

Similarly, we have

∂

∂ρ0
a

(
Λ
∂L[φ,Λ,Λ0, ρ

0]

∂Λ

)
= M

[
L,

∂L

∂ρ0
a

]
. (6.8)

For (6.6) we also need the function Λ0
∂
∂Λ0

(
Λ∂ρb

∂Λ

)
, which is obtained from (6.7) by first

expanding L on the lhs according to (4.51) and by further choosing the indices at the A-
coefficients according to (5.12). Applying these operations to the rhs of (6.7), we obtain
for U 7→ Λ0

∂L
∂Λ0

or U 7→ ∂L
∂ρ0a

the expansions

M [L,U ] =
∞∑
N=2

∑

mi,ni∈N2

1

N !
Mm1n1;...;mNnN

[L,U ]φm1n1 · · ·φmNnN
(6.9)

and the projections

M1[L,U ] :=
∑

γ as in Def. 12.2

Mγ
0
0

0
0
; 0
0

0
0

[L,U ] , (6.10a)

M2[L,U ] :=
∑

γ as in Def. 12.2

(
Mγ

1
0

0
0
; 0
0

1
0

[L,U ]−Mγ
0
0

0
0
; 0
0

0
0

[L,U ]
)
, (6.10b)

M3[M,U ] :=
∑

γ as in Def. 12.3

(−Mγ
1
0

1
0
; 0
0

0
0

[L,U ]
)
, (6.10c)

M4[L,U ] :=
∑

γ as in Def. 12.1

Mγ
0
0

0
0
; 0
0

0
0
; 0
0

0
0
; 0
0

0
0

[L,U ] . (6.10d)
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Since the graphs γ in (6.10) are one-particle irreducible, only the third line of (6.7) can
contribute26 to Ma. Using (6.7), (6.8) and (6.10) as well as the linearity of M [L,U ] in the
second argument we can rewrite (6.6) as

Λ
∂R

∂Λ
= M [L,R]−

4∑
a=1

∂L

∂ρa
Ma[L,R] , (6.11)

where the function

∂L

∂ρa
[Λ,Λ0, ρ

0] :=
4∑

b=1

∂L[Λ,Λ0, ρ
0]

∂ρ0
b

∂ρ0
b

∂ρa[Λ,Λ0, ρ0]
(6.12)

scales according to

Λ
∂

∂Λ

( ∂L
∂ρa

)
= M

[
L,

∂L

∂ρa

]
−

4∑

b=1

∂L

∂ρb
Mb

[
L,

∂L

∂ρa

]
, (6.13)

as a similar calculation shows.
Next, we also expand (6.5) and (6.12) as power series in the coupling constant:

∂L

∂ρa
[φ,Λ,Λ0, ρ

0] =
∞∑
V=0

λV
2V+4∑
N=2

(2πθ)
N
2
−2

N !

∑
mi,ni

Ha(V )
m1n1;...;mNnN

[Λ,Λ0, ρ
0]φm1n1 · · ·φmNnN

,

(6.14)

R[φ,Λ,Λ0, ρ
0] =

∞∑
V=1

λV
2V+2∑
N=2

(2πθ)
N
2
−2

N !

∑
mi,ni

R(V )
m1n1;...;mNnN

[Λ,Λ0, ρ
0]φm1n1 · · ·φmNnN

.

(6.15)

The differential equations (6.13) and (6.11) can now with (6.9) and (6.10) be written as

Λ
∂

∂Λ
Ha(V )
m1n1;...;mNnN

[Λ,Λ0, ρ
0]

=

{ N∑
N1=2

V∑
V1=1

∑

m,n,k,l

Qnm;lk(Λ)A(V1)
m1n1;...;mN1−1nN1−1;mn[Λ]H

a(V−V1)
mN1

nN1
;...;mNnN ;kl[Λ]

+
((

N

N1−1

)
− 1

)
permutations

}
−

∑

m,n,k,l

1

2
Qnm;lk(Λ)H

a(V )
m1n1;...;mNnN ;mn;kl[Λ]

−
V∑

V1=0

H1(V−V1)
m1n1;...;mNnN

[Λ]

{
− 1

2

∑

m,n,k,l

Qnm;lk(Λ)H
a(V1)
0
0

0
0
; 0
0

0
0
;mn;kl

[Λ]

}

[Def. 12.2]

−
V∑

V1=0

H2(V−V1)
m1n1;...;mNnN

[Λ]

{
−1

2

∑

m,n,k,l

Qnm;lk(Λ)
(
H
a(V1)
1
0

0
0
; 0
0

1
0
;mn;kl

[Λ]−Ha(V1)
0
0

0
0
; 0
0

0
0
;mn;kl

[Λ]
)}

[Def. 12.2]

26If one-particle reducible graphs are included in the normalisation conditions as discussed at the end
of Section 5.4, also the second line of (6.7) must be taken into account.
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+
V∑

V1=0

H3(V−V1)
m1n1;...;mNnN

[Λ]

{
− 1

2

∑

m,n,k,l

Qnm;lk(Λ)H
a(V1)
1
0

1
0
; 0
0

0
0
;mn;kl

[Λ]

}

[Def. 12.3]

−
V∑

V1=1

H4(V−V1)
m1n1;...;mNnN

[Λ]

{
− 1

2

∑

m,n,k,l

Qnm;lk(Λ)H
a(V1)
0
0

0
0
; 0
0

0
0
; 0
0

0
0
; 0
0

0
0
;mn;kl

[Λ]

}

[Def. 12.1]

, (6.16)

Λ
∂

∂Λ
R(V )
m1n1;...;mNnN

[Λ,Λ0, ρ
0]

=

{ N∑
N1=2

V−1∑
V1=1

∑

m,n,k,l

Qnm;lk(Λ)A(V1)
m1n1;...;mN1−1nN1−1;mn[Λ]R

(V−V1)
mN1

nN1
;...;mNnN ;kl[Λ]

+
((

N

N1−1

)
− 1

)
permutations

}
−

∑

m,n,k,l

1

2
Qnm;lk(Λ)R

(V )
m1n1;...;mNnN ;mn;kl[Λ]

−
V∑

V1=1

H1(V−V1)
m1n1;...;mNnN

[Λ]

{
− 1

2

∑

m,n,k,l

Qnm;lk(Λ)R
(V1)
0
0

0
0
; 0
0

0
0
;mn;kl

[Λ]

}

[Def. 12.2]

−
V∑

V1=1

H2(V−V1)
m1n1;...;mNnN

[Λ]

{
−1

2

∑

m,n,k,l

Qnm;lk(Λ)
(
R

(V1)
1
0

0
0
; 0
0

1
0
;mn;kl

[Λ]−R(V1)
0
0

0
0
; 0
0

0
0
;mn;kl

[Λ]
)}

[Def. 12.2]

+
V∑

V1=1

H3(V−V1)
m1n1;...;mNnN

[Λ]

{
− 1

2

∑

m,n,k,l

Qnm;lk(Λ)R
(V1)
1
0

1
0
; 0
0

0
0
;mn;kl

[Λ]

}

[Def. 12.3]

−
V∑

V1=1

H4(V−V1)
m1n1;...;mNnN

[Λ]

{
− 1

2

∑

m,n,k,l

Qnm;lk(Λ)R
(V1)
0
0

0
0
; 0
0

0
0
; 0
0

0
0
; 0
0

0
0
;mn;kl

[Λ]

}

[Def. 12.1]

. (6.17)

I have used several times symmetry properties of the expansion coefficients and of the
propagator and the fact that to the 1PI projections (6.10) only the last line of (6.9)
can contribute. By {. . . }[Def. 12.?] I understand the restriction to H-graphs and R-graphs,
respectively, which satisfy the index criteria on the trajectories as given in Definition 12.
The H-graphs will be constructed later in Section 6.2. The R-graphs are in their structure
identical to the previously considered graphs for the A-functions, but have a different
meaning. See Section 6.4.

6.2 Initial data and graphs for the auxiliary functions

Next, I derive the bounds for theH-functions. Inserting (5.1) into the definition (6.12) and
expanding it according to (6.14) we obtain immediately the initial condition at Λ = Λ0:

H1(V )
m1n1;...;mNnN

[Λ0,Λ0, ρ
0] = δN2δ

V 0δn1m2δn2m1 , (6.18)

H2(V )
m1n1;...;mNnN

[Λ0,Λ0, ρ
0] = δN2δ

V 0(m1
1+n

1
1+m

2
1+n

2
1)δn1m2δn2m1 , (6.19)

H3(V )
m1n1;...;mNnN

[Λ0,Λ0, ρ
0] (6.20)

= −δN2δ
V 0

((√
n1

1m
1
1δn1

1,m
1
2+1δn1

2+1,m1
1
+

√
n1

2m
1
2δn1

1,m
1
2−1δn1

2−1,m1
1

)
δn2

1,m
2
2
δn2

2,m
2
1

+
(√

n2
1m

2
1δn2

1,m
2
2+1δn2

2+1,m2
1
+

√
n2

2m
2
2δn2

1,m
2
2−1δn2

2−1,m2
1

)
δn1

1,m
1
2
δn1

2,m
1
1

)
, (6.21)



72 6 THE CONVERGENCE THEOREM

H4(V )
m1n1;...;mNnN

[Λ0,Λ0, ρ
0] = δN4δ

V 0
(1

6
δn1m2δn2m3δn3m4δn4m1 + 5 permutations

)
. (6.22)

I first compute H
a(0)
m1n1;...;m4n4 [Λ] for a ∈ {1, 2, 3}. Since there is no 6-point function at

order 0 in V , the differential equation (6.16) reduces to

Λ
∂H

a(0)
m1n1;...;m4n4 [Λ]

∂Λ

=
3∑

b=1

∑

m,n,k,l,m′,n′,k′,l′
Cm′n′;k′l′
b Hb(0)

m1n1;...;m4n4
[Λ]

(
Qnm;lk(Λ)H

a(0)
m′n′;k′l′;mn;kl[Λ]

)
, (6.23)

for certain matrices Cm′n′;k′l′
b . The solution is due to (5.5) given by

Ha(0)
m1n1;...;m4n4

[Λ] = Ha(0)
m1n1;...;m4n4

[Λ0]

+
3∑

b=1

∑

m,n,k,l,m′,n′,k′,l′
Cm′n′;k′l′
b Hb(0)

m1n1;...;m4n4
[Λ0]

(
∆K
nm;lk(Λ)−∆K

nm;lk(Λ0)
)
H
a(0)
m′n′;k′l′;mn;kl[Λ0]

+
3∑

b=1

∑

m,n,k,l,m′,n′,k′,l′
Cm′n′;k′l′
b Hb(0)

m1n1;...;m4n4
[Λ0]

×
((

∆K
nm;lk(Λ)−∆K

nm;lk(Λ0)
) 3∑

b′=1

∑

m′′,n′′,k′′,l′′,m′′′,n′′′,k′′′,l′′′
Cm′′′n′′′;k′′′l′′′
b′ H

b′(0)
m′n′;k′l′;mn;kl[Λ0]

)

×
((

∆K
n′′m′′;l′′k′′(Λ)−∆K

n′′m′′;l′′k′′(Λ0)
)
H
a(0)
m′′′n′′′;k′′′l′′′;m′′n′′;k′′l′′ [Λ0]

)

+ . . . . (6.24)

With the initial conditions (6.18)–(6.21) we get

Ha(0)
m1n1;...;m4n4

[Λ,Λ0, ρ
0] ≡ 0 for a ∈ {1, 2, 3} . (6.25)

Inserting (6.25) into (6.16) we see that H
a(0)
m1n1;m2n2 for a ∈ {1, 2, 3} and H

4(0)
m1n1;...;m4n4 are

constant, which means that the relations (6.18)–(6.22) hold actually at any value Λ and
not only at Λ = Λ0.

We need a graphical notation for the H-functions. I represent the base functions
(6.18)–(6.22), valid for any Λ, as follows:

H
1(0)
m1

m2
n1

n2 ;n1

n2
m1

m2

[Λ] =
�� �

�� � ���
���

m1

m2
m1

m2

n1

n2
n1

n21

(6.26)

H
2(0)
m1

m2
n1

n2 ;n1

n2
m1

m2

[Λ] =
�� �

�� � ���
���

m1

m2
m1

m2

n1

n2
n1

n22

(6.27)

H
3(0)
m1+1

m2
n1+1

n2 ;n1

n2
m1

m2

[Λ] =
�� �

�� � ���
���

m1+1
m2

m1

m2

n1+1
n2

n1

n231

(6.28)

H
4(0)
m1

m2
n1

n2 ;n1

n2
k1

k2 ; k1

k2
l1

l2
; l1

l2
m1

m2

[Λ] =
1

6
��

�

���

�

��

�

�	

�

���

�

��

�

�	

�

��

�m1

m2

n1

n2

k1

k2

l1

l2

+ 5 permutations . (6.29)
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The special vertices stand for some sort of hole into which we can insert planar two- or
four-point functions at vanishing external indices. However, the graph remains connected
at these holes, in particular, there is index conservation at the hole ◦◦ and a jump by 1

0

or 0
1

at the hole ...

By repeated contraction with A-graphs and self-contractions we build out of (6.26)–
(6.29) more complicated graphs with holes. For instance, there is a planar and a non-
planar self-contraction of (6.29):

∑

m,n,k,l

Qmn;klH
4(0)
m1n1;m2n2;mn;kl =

∑

l




1

3
��

�

���

�

��

�

�	

��
��

�

m1

n1
m2

n2

l
+

1

3

�
���

�

���

�

��

�

��

�

	


�
n1

m1
n2

m2

l


 +

1

3
��

�

���

� �
�

���

�

��

��
�

m1

n1

m2

n2

(6.30)

These contractions correspond (with a factor −1
2
) to last term in the third line of (6.16).

We also have to subtract (again up to the factor −1
2
) the fourth to last lines of (6.16).

For instance, the fourth line amounts to insert the planar graphs of (6.30) with m1 =
n1 = m2 = n2 = 0

0
into (6.26). The total contribution corresponding to the first graph in

(6.30), with m1 = n2 = m1

m2 and n1 = m2 = n1

n2 , reads

∑

l





1

3
��

�

���

�

��

�

�	

��
��

�
m1

m2

n1

n2

m1

m2

l1

l2 − 1

3
��

�

���

�

��

�

�	

��
��

�
m1

m2

0
0

0
0

n1

n2

m1

m2

l1

l2

−1

3
m1




��

�

���

�

��

�

�	

��
��

�
m1

m2

1
0

1
0

n1

n2

m1

m2

l1

l2 −
��

�

���

�

��

�

�	

��
��

�
m1

m2

0
0

0
0

n1

n2

m1

m2

l1

l2


−

1

3
m2




��

�

���

�

��

�

�	

��
��

�
m1

m2

0
1

0
1

n1

n2

m1

m2

l1

l2 −
��

�

���

�

��

�

�	

��
��

�
m1

m2

0
0

0
0

n1

n2

m1

m2

l1

l2








=

��
�

���

�
��

�
�	

� 
 �
��
�
��
��
� �
� �� �� ����� �� �� �� ��� �� ����� �� ����

m1

m2

n1

n2

m1

m2

l1

l2 (6.31)

The second graph in the first line of (6.31) corresponds to the fourth line of (6.16). The
second line of (6.31) represents the fifth line of (6.16), undoing the symmetry properties
of the upper and lower component used in (6.16). The difference of graphs corresponding

to the n1

n2 component vanishes, because the value of the graph is independent of n1

n2 . There
is no planar contribution from the last two lines of (6.16). In total, we get the projection
(5.27) to the irrelevant part of the graph. The same procedure leads to the irrelevant part
of the second graph in (6.30).

With these considerations, the differential equation (6.16) takes for N = 2 and a = 4
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the form

Λ
∂

∂Λ
H4(0)
m1n1;m2n2

[Λ] = −1

6
δn1m2δn2m1

( ∑

l∈N2

Q(1)
n1l;ln1

(Λ) +
∑

l∈N2

Q(1)
n2l;ln2

(Λ)
)

− 1

6
Qm1n1;m2n2(Λ) . (6.32)

The first line comes from the planar graphs in (6.30) and the subtraction terms according
to (6.31), whereas the second line of (6.32) is obtained from the last (non-planar) graph
in (6.30). Using the initial condition (6.22) at Λ = Λ0, the bounds (5.19) and (5.27)
combined with the volume factor (C2θΛ

2)2 for the l-summation we get

|H4(0)
m1n1;m2n2

[Λ]| ≤ C
(‖m1‖2∞ + ‖n1‖2∞

)

ΩθΛ2
δn1m2δn2m1 +

C0

ΩθΛ2
δn1m2δn2m1 . (6.33)

It is extremely important here that the irrelevant projection Q(1)
nl;ln and not the propagator

Qnl;ln itself appears in the first line of (6.32).

6.3 The power-counting behaviour of the auxiliary functions

The example suggests that similar cancellations of relevant and marginal parts appear in
general, too. Thus, we expect all H-functions to be irrelevant. This is indeed the case:

Proposition 14 Let γ be a ribbon graph with holes having N external legs, V vertices,
V e external vertices and segmentation index ι, which is drawn on a genus-g Riemann
surface with B boundary components. Then, the contribution H

a(V,V e,B,g,ι)γ
m1n1;...;mNnN of γ to the

expansion coefficient of the auxiliary function of a duality-covariant φ4-theory on R4
θ in

the matrix base is bounded as follows:

1. For γ according to Definition 12.1 we have

∣∣∣∣
∑

γ as in Def. 12.1

H
a(V,V e,1,0,0)γ
m1

m2
n1

n2 ;n1

n2
k1

k2 ; k1

k2
l1

l2
; l1

l2
m1

m2

[Λ,Λ0, ρ0]

∣∣∣∣

≤ (
θΛ2

)−δ1a

P 4V−2+2δa4

1−δV 0

[ m1

m2
n1

n2 ;
n1

n2
k1

k2 ;
k1

k2
l1

l2
; l

1

l2
m1

m2

θΛ2

]( 1

Ω

)3V−1+δa4−V e

P 2V−1+δa4
[
ln

Λ

ΛR

]
,

(6.34)

where all vertices on the trajectories contribute to V e.

2. For γ according to Definition 12.2 we have

∣∣∣∣
∑

γ as in Def. 12.2

H
a(V,V e,1,0,0)γ
m1

m2
n1

n2 ;n1

n2
m1

m2

[Λ,Λ0, ρ0]

∣∣∣∣

≤ (
θΛ2

)1−δ1a

P 4V+2δa4

2−δV 0(2δa1+δa2)

[ m1

m2
n1

n2 ;
n1

n2
m1

m2

θΛ2

]( 1

Ω

)3V+δa4−V e

P 2V+δa4
[
ln

Λ

ΛR

]
, (6.35)

where all vertices on the trajectories contribute to V e.
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3. For γ according to Definition 12.3 we have
∣∣∣∣

∑

γ as in Def. 12.3

H
a(V,V e,1,0,0)
m1+1

m2
n1+1

n2 ;n1

n2
m1

m2

[Λ,Λ0, ρ0]

∣∣∣∣

≤ (
θΛ2

)1−δ1a

P 4V+2δa4

2−δV 0

[ m1+1
m2

n1+1
n2 ; n

1

n2
m1

m2

θΛ2

]( 1

Ω

)3V+δa4−V e

P 2V+δa4
[
ln

Λ

ΛR

]
, (6.36)

where all vertices on the trajectories contribute to V e.

4. If γ is a subgraph of an 1PI planar graph with a selected set T of trajectories on one
distinguished boundary component and a second set T ′ of summed trajectories on that
boundary component, we have

∑
Es

∑

Et′

∣∣Ha(V,V e,B,0,ι)γ
m1n1;...;mNnN

[Λ,Λ0, ρ0]
∣∣

≤ (
θΛ2

)(2−δ1a−N
2

)+2(1−B)
P 4V+2+2δa4−N(

2t′+
P
−−−−−→
njo[nj ]∈T

min(2, 1
2
〈−−−−→njo[nj ]〉)

)
[
m1n1; . . . ;mNnN

θΛ2

]

×
( 1

Ω

)3V−N
2

+δa4+B−V e−ι+s+t′
P 2V+1+δa4−N

2

[
ln

Λ

ΛR

]
. (6.37)

The number of summations is now restricted by s+ t′ ≤ V e+ι.

5. If γ is a non-planar graph or a graph with N > 4 external legs, we have

∑
Es

∣∣Ha(V,V e,B,g,ι)
m1n1;...;mNnN

[Λ,Λ0, ρ0]
∣∣

≤ (
θΛ2

)(2−δa1−N
2

)+2(1−B−2g)
P 4V+2+2δa4−N

0

[
m1n1; . . . ;mNnN

θΛ2

]

×
( 1

Ω

)3V−N
2

+δa4+B+2g−V e−ι+s
P 2V+1+δa4−N

2

[
ln

Λ

ΛR

]
. (6.38)

The number of summations is now restricted by s ≤ V e+ι.

Proof. The Proposition will be proven by induction upward in the number V of vertices
and for given V downward in the number N of external legs.

5. Taking (5.31) into account, the estimations (6.34)–(6.37) are further bound by (6.38).
In particular, the inequality (6.38) correctly reproduces the bounds for V = 0 derived
in Section 6.2. By comparison with (5.37), the estimation (6.38) follows immedi-
ately for the H-linear parts on the rhs of (6.16) which contribute to the integrand

of H
a(V,V e,B,g,ι)
m1n1;...;mNnN [Λ]. Since planar two- and four-point functions are preliminarily ex-

cluded, the Λ-integration (from Λ0 down to Λ) confirms (6.38) for those contributions
which arise from H-linear terms on the rhs of (6.16) that are non-planar or have N > 4
external legs.

We now consider in the H-bilinear part on the rhs of (6.16) the contributions of non-
planar graphs or graphs with N > 4 external legs. We start with the fourth line in
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(6.16), with the first term being a non-planarH-function which (apart from the number
of vertices and the hole label a) has the same topological data as the total H-graph
to estimate. From the induction hypothesis it is clear that the term in braces { } is
bounded by the planar unsummed version (B1 = 1, g1 = 0, ι1 = 0, s1 = 0) of (6.37),
with N1 = 2 and T = T ′ = ∅, and with a reduction of the degree of the polynomial in
ln Λ

ΛR
by 1:

∣∣∣∣
{
− 1

2

∑

m,n,k,l

Qnm;lk(Λ)H
a(V1)
0
0

0
0
; 0
0

0
0
;mn;kl

[Λ]
}

Def. 12.2

∣∣∣∣

≤ (
θΛ2

)(1−δa1)
( 1

Ω

)3V1+δa4−V e
1

P 2V1−1+δa4
[
ln

Λ

ΛR

]
, (6.39a)

∑
Es

∣∣H1(V−V1,V e,B,g,ι)
m1n1;...;mNnN

[Λ]
∣∣

≤ (
θΛ2

)(1−N
2

)+2(1−B−2g)
P

4(V−V1)+2−N
0

[m1n1; . . . ;mNnN
θΛ2

]

×
( 1

Ω

)3(V−V1)−N
2

+B+2g−V e−ι+s
P 2(V−V1)+1−N

2

[
ln

Λ

ΛR

]
. (6.39b)

We can ignore the term P a
b [ ], see (5.30), in (6.39a) because the external indices of that

part are zero. In the first step we exclude a = 4 so that the sum over V1 in (6.16) starts
due to (6.18)–(6.21) at V1 = 1. For V1 = V there is a contribution to (6.39b) with
N = 2 only, where (6.39a) can be regarded as known by induction. Since the factor
( 1

Ω
)−V

e
1 can safely be absorbed in the polynomial P [ln Λ

ΛR
], the product of (6.39a) and

(6.39b) confirms the bound (6.38) for the integrand under consideration, preliminarily
for a 6= 4. In the next step we repeat the argumentation for a = 4, where (6.39b), with
V1 = 0, is known from the first step.

Second, we consider the fifth line in (6.16). The difference of functions in braces { }
involves graphs with constant index along the trajectories. We have seen in Section 5.2
that such a difference can be written as a sum of graphs each having a composite
propagator (5.26) at a trajectory. As such the (θΛ2)-degree of the part in braces { } is
reduced27 by 1 compared with planar analogues of (6.38) for N = 2. The difference of
functions in braces { } involves also graphs where the index along one of the trajectories
jumps once by 1

0
or 0

1
and back. For these graphs we conclude from (5.22) (and the fact

that the maximal index along the trajectory is 2) that the (θΛ2)-degree of the part in
braces { } is also reduced by 1:

∣∣∣∣
{
− 1

2

∑

m,n,k,l

Qnm;lk(Λ)
(
H
a(V1)
1
0

0
0
; 0
0

1
0
;mn;kl

[Λ]−Ha(V1)
0
0

0
0
; 0
0

0
0
;mn;kl

[Λ]
)}

[Def. 12.2]

∣∣∣∣

≤ (
θΛ2

)(−δa1)
( 1

Ω

)3V1+δa4(1−V e
1 )

P 2V1−1+δa4
[
ln

Λ

ΛR

]
, (6.40a)

27The origin of the reduction is the term P a
b [ ] introduced in (5.30), with b = 1 in presence of a

composite propagator (5.26). The argument in the brackets of P a
b [ ] is the ratio of the maximal external

index to the reference scale θΛ2. Since the maximal index along the trajectory is 1, we can globally
estimate in this case P a

1 [ ] by a constant times (θΛ2)−1.
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∑
Es

∣∣H2(V−V1,V e,B,g,ι)
m1n1;...;mNnN

[Λ]
∣∣

≤ (
θΛ2

)(2−N
2

)+2(1−B−2g)
P

4(V−V1)+2−N
0

[m1n1; . . . ;mNnN
θΛ2

]

×
( 1

Ω

)3(V−V1)−N
2

+1+B+2g−V e−ι+s
P 2(V−V1)+1−N

2

[
ln

Λ

ΛR

]
. (6.40b)

Again we have to exclude a = 4 in the first step, which then confirms the bound (6.38)
for the integrand under consideration. In the second step we repeat the argumentation
for a = 4.

Third, the discussion of the sixth line of (6.16) is completely similar, because there the
index on each trajectory jumps once by 1

0
or 0

1
. This leads again to a reduction by 1

of the (θΛ2)-degree of the part in braces { } compared with planar analogues of (6.38)
for N = 2.

Finally, the part in braces in the last line of (6.16) can be estimated by a planar N = 4
version of (6.38), again with a reduction by 1 of the degree of P [ln Λ

ΛR
]:

∣∣∣∣
{
− 1

2

∑

m,n,k,l

Qnm;lk(Λ)H
a(V1)
0
0

0
0
; 0
0

0
0
; 0
0

0
0
; 0
0

0
0
;mn;kl

[Λ]
}

[Def. 12.1]

∣∣∣∣

≤ (
θΛ2

)−δa1
( 1

Ω

)3V1−1+δa4−V e
1

P 2V1−2+δa4
[
ln

Λ

ΛR

]
, (6.41a)

∑
Es

∣∣H4(V−V1,B,g,V e,ι)
m1n1;...;mNnN

[Λ]
∣∣

≤ (
θΛ2

)(2−N
2

)+2(1−B−2g)
P

4(V−V1)+4−N
0

[m1n1; . . . ;mNnN
θΛ2

]

×
( 1

Ω

)3(V−V1)−N
2

+1+B+2g−V e−ι+s
P 2(V−V1)+2−N

2

[
ln

Λ

ΛR

]
. (6.41b)

We confirm again the bound (6.38) for the integrand under consideration.

Since the total H-graph is by assumption non-planar or has N > 4 external legs, the
integrand (6.38) is irrelevant so that their integration from Λ0 down to Λ (and use of
the initial conditions (6.18)–(6.22)) yields the same bound (6.38) for the graph, too.

4. According to Section 6.2, the inequality (6.37) is correct for V = 0. By comparison
with (5.36), the estimation (6.37) follows immediately for the H-linear parts on the

rhs of (6.16) which contribute to the integrand of H
a(V,V e,B,g,ι)
m1n1;...;mNnN [Λ]. Excluding planar

two- and four-point functions with constant index on the trajectory or with limited
jump according to 1–3 of Definition 12, the Λ-integration confirms (6.37) for those
contributions which arise from H-linear terms on the rhs of (6.16) that correspond to
subgraphs of planar graphs (subject to the above restrictions). The proof of (6.37) for
the H-bilinear terms in (6.16) is completely analogous to the non-planar case. We only
have to replace (6.39b), (6.40b) and (6.41b) by the adapted version of (6.37). In par-
ticular, the distinguished trajectory with its subsets T, T ′ of indices comes exclusively
from the (6.37)-analogues of (6.39b), (6.40b) and (6.41b) and not from the terms in
braces in (6.16).
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1. We first consider a 6= 4. Then, according to (6.18)–(6.21) we need V ≥ 1 in order
to have a non-vanishing contribution to (6.34). Since according to Definition 12.1 the
index along each trajectory of the (planar) graph γ is constant, we have

Ha(V,V e,1,0,0)γ
m1n1;m2n2;m3n3;m4n4

[Λ] =
1

6
Ha(V,V e,1,0,0)
m1m2;m2m3;m3m4;m4n1

[Λ] + 5 permutations . (6.42)

Then, using (6.18)–(6.22) and the fact that γ is 1PI, the differential equation (6.16)
reduces to

Λ
∂

∂Λ

( ∑

γ as in Def. 12.1

Ha(V,V e,1,0,0)γ
m1n1;m2n2;m3n3;m4n4

[Λ,Λ0, ρ
0]

)

a6=4

=

(
− 1

12

{ ∑

m,n,k,l

Qnm;lk(Λ)
(
H
a(V,V e,B,0,ι)
m1m2;m2m3;m3m4;m4n1;mn;kl[Λ]−Ha(V,V e,B,0,ι)

00;00;00;00;mn;kl[Λ]
)}

[Def. 12.1]

+ 5 permutations

)
+ the 4th to last lines of (6.16) with

V∑
V1=0

7→
V−1∑
V1=1

. (6.43)

Here, the term H
a(V,V e,B,0,ι)
00;00;00;00;mn;kl[Λ] in the second line of (6.43) comes from the (V1=V )-

contribution of the last line in (6.16), together with (6.22). In the same way as in
Section 5.2 we conclude that the second line of (6.43) can be written as a linear com-
bination of graphs having a composite propagator (5.15a) on one of the trajectories.
As such we have to replace the bound (5.20) relative to the contribution of an ordinary
propagator by (5.26). For the total graph this amounts to multiply the corresponding

estimation (6.37) of ordinary H-graphs with N = 4 by a factor max ‖mi‖
θΛ2 , which yields

the subscript 1 of the part P 4V−2+2δa4

1 [ ] of the integrand (6.34), for the time being
restricted to the second line of (6.43). Since the resulting integrand is irrelevant, we
also obtain (6.34) after Λ-integration from Λ0 down to Λ. Clearly, this is the only
contribution for V = 1 so that (6.34) is proven for V = 1 and a 6= 4.

In the second step we use this result to extend the proof to V = 1 and a = 4. Now,
the differential equation (6.16) reduces to the second line of (6.43), with a = 4, and
the fourth and fifth lines of (6.16) with V = 1 and V1 = 0. There is no contribution
from the sixth line of (6.16) for V1 = 0, because the part in braces would be non-
planar, which is excluded in Definition 12.3. Inserting (6.22) we obtain the composite
propagator (5.15b) in the part in braces { } of the fifth line of (6.16). Together with
(6.34) for V = 1 and a 6= 4 already proven we verify the integrand (6.34) for V = 1
and a = 4. After Λ-integration we thus obtain (6.34) for V = 1 and any a.

This allows us to use (6.34) as induction hypothesis for the remaining contributions in
the last line of (6.43). This is similar to the procedure in 5, we only have to replace
(6.39b), (6.40b) and (6.41b) by the according parametrisation of (6.34). We thus prove
(6.34) to all orders.

2. We first consider a 6= 4. Then, according to (6.18)–(6.21) only terms with V1 ≥ 1
contribute to (6.16). Using (6.18)–(6.22) and the fact that γ is 1PI, the differential
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equation (6.16) reduces to

Λ
∂

∂Λ

( ∑

γ as in Def. 12.2

H
a(V,V e,1,0,0)γ
m1

m2
n1

n2 ;n1

n2
m1

m2

[Λ,Λ0, ρ
0]

)
a 6=4

= −1

2

{ ∑

m,n,k,l

Qnm;lk(Λ)
(
H
a(V,V e,B,0,ι)
m1

m2
n1

n2 ;n1

n2
m1

m2 ;mn;kl
[Λ]−Ha(V,V e,B,0,ι)

0
0

0
0
; 0
0

0
0
;mn;kl

[Λ]

−m1
(
H
a(V,V e,B,0,ι)
1
0

0
0
; 0
0

1
0
;mn;kl

[Λ]−Ha(V,V e,B,0,ι)
0
0

0
0
; 0
0

0
0
;mn;kl

[Λ]
)

− n1
(
H
a(V,V e,B,0,ι)
0
0

1
0
; 1
0

0
0
;mn;kl

[Λ]−Ha(V,V e,B,0,ι)
0
0

0
0
; 0
0

0
0
;mn;kl

[Λ]
)

−m2
(
H
a(V,V e,B,0,ι)
0
1

0
0
; 0
0

0
1
;mn;kl

[Λ]−Ha(V,V e,B,0,ι)
0
0

0
0
; 0
0

0
0
;mn;kl

[Λ]
)

− n2
(
H
a(V,V e,B,0,ι)
0
0

0
1
; 0
1

0
0
;mn;kl

[Λ]−Ha(V,V e,B,0,ι)
0
0

0
0
; 0
0

0
0
;mn;kl

[Λ]
))}

[Def. 12.2]

(6.44a)

−H4(0)
m1

m2
n1

n2 ;n1

n2
m1

m2

[Λ]

{
− 1

2

∑

m,n,k,l

Qnm;lk(Λ)H
a(V )
0
0

0
0
; 0
0

0
0
; 0
0

0
0
; 0
0

0
0
;mn;kl

[Λ]

}

[Def. 12.1]

(6.44b)

+ the 4th to last lines of (6.16) with
V∑

V1=0

7→
V−1∑
V1=1

. (6.44c)

If the graphs have constant indices along the trajectories, we conclude in the same
way as in Appendix E.1 that the part (6.44a) can be written as a linear combination
of graphs having either a composite propagator (5.15b) or two composite propagators
(5.15a) on the trajectories. As such we have to replace the bound (5.20) relative
to the contribution of an ordinary propagator by (5.27) or twice (5.20) by (5.26).
For the total graph this amounts to multiply the corresponding estimation (6.37) of

ordinary H-graphs with N = 2 by a factor
(max(mr,nr)

θΛ2

)2
, which yields the subscript

2 of the part P 4V+2δa4

2 [ ] of the integrand (6.35), for the time being restricted to the
part (6.44a). For graphs with index jump in Definition 12.2 we obtain according to

Appendix E.1 the same improvement by
(

max(mr,nr)
θΛ2

)2
. Next, the product of (6.33) with

(6.41a) gives for (6.44b) the same bound (6.35) for the integrand. Since the resulting
integrand is irrelevant, we also obtain (6.35) after Λ-integration. Clearly, this is the
only contribution for V = 1 so that (6.35) is proven for V = 1 and a 6= 4.

In the second step we use this result to extend the proof to V = 1 and a = 4. Now,
the differential equation (6.16) reduces to the sum of (6.44a) and (6.44b), with a = 4,
and the fourth and fifth lines of (6.16) with V = 1 and V1 = 0. There is again no
contribution of the sixth line of (6.16) for V1 = 0. Inserting (6.22) we obtain the
composite propagators (5.15a) in the fifth line of (6.16), which together with (6.35) for
V = 1 and a 6= 4 already proven verifies the integrand (6.35) for V = 1 and a = 4.
After Λ-integration we thus obtain (6.35) for V = 1 and any a.

This allows us to use (6.35) as induction hypothesis for the remaining contributions
(6.44c) for V > 1. This is similar to the procedure in 5, we only have to replace (6.39b),
(6.40b) and (6.41b) by the according parametrisation of (6.35). We thus prove (6.35)
to all orders.
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3. The proof of (6.36) is performed along the same lines as the proof of (6.34) and (6.35).

There is one factor max(mr,nr)
θΛ2 from 〈−−−−→n1o[n1]〉+〈

−−−−→
n2o[n2]〉 = 2 in (6.37) and a second factor

from the composite propagator (5.26) or (5.28) appearing according to Appendix E.1
in the (V1 = V )-contribution to (6.16).

This finishes the proof of Proposition 14. ¤

6.4 The power-counting behaviour of the Λ0-varied functions

The estimations in Propositions 13 and 14 allow us to estimate the R-functions by integ-
rating the differential equation (6.17). Again, the R-functions are expanded in terms of
ribbon graphs. Let us look at R-ribbon graphs of the type described in Definition 12.1.
Since

∑
γ as in Def. 12.1A

(V )γ
0
0

0
0
; 0
0

0
0
; 0
0

0
0
; 0
0

0
0

[Λ,Λ0, ρ
0] ≡ ρ4[Λ,Λ0, ρ

0], we can rewrite the expansion

coefficients of (6.5) as follows:

∑

γ as in Def. 12.1

R
(V )γ
m1

m2
n1

n2 ;n1

n2
k1

k2 ; k1

k2
l1

l2
; l1

l2
m1

m2

[Λ,Λ0, ρ
0]

= Λ0
∂

∂Λ0

∑

γ as in Def. 12.1

(
A

(V )γ
m1

m2
n1

n2 ;n1

n2
k1

k2 ; k1

k2
l1

l2
; l1

l2
m1

m2

[Λ,Λ0, ρ
0]− A(V )γ

0
0

0
0
; 0
0

0
0
; 0
0

0
0
; 0
0

0
0

[Λ,Λ0, ρ
0]

)

−
4∑

a,b=1

∂

∂ρ0
a

∑

γ as in Def. 12.1

(
A

(V )γ
m1

m2
n1

n2 ;n1

n2
k1

k2 ; k1

k2
l1

l2
; l1

l2
m1

m2

[Λ,Λ0, ρ
0]− A(V )γ

0
0

0
0
; 0
0

0
0
; 0
0

0
0
; 0
0

0
0

[Λ,Λ0, ρ
0]

)

× ∂ρ0
a

∂ρb[Λ,Λ0, ρ0]
Λ0

∂

∂Λ0

ρb[Λ,Λ0, ρ
0] . (6.45)

This means that (by construction) only the (Λ0, ρ
0)-derivatives of the projection to the

irrelevant part (5.33a) of the planar four-point function contributes to R. Similarly, only
the (Λ0, ρ

0)-derivatives of the irrelevant parts (5.34a) and (5.35a) of the planar two-point
function contribute to R. According to the initial condition (5.1), these projections and
the other functions given in Definition 12.4 vanish at Λ = Λ0 independently of Λ0 or ρ0

a:

0 = Λ0
∂

∂Λ0

(
A

(V,V e,1,0,0)γ
m1

m2
n1

n2 ;n1

n2
k1

k2 ; k1

k2
l1

l2
; l1

l2
m1

m2

[Λ0,Λ0, ρ
0]− A(V,V e,1,0,0)γ

0
0

0
0
; 0
0

0
0
; 0
0

0
0
; 0
0

0
0

[Λ0,Λ0, ρ
0]

)∣∣∣
γ as in Def. 12.1

=
∂

∂ρ0
a

(
A

(V,V e,1,0,0)γ
m1

m2
n1

n2 ;n1

n2
k1

k2 ; k1

k2
l1

l2
; l1

l2
m1

m2

[Λ0,Λ0, ρ
0]− A(V,V e,1,0,0)γ

0
0

0
0
; 0
0

0
0
; 0
0

0
0
; 0
0

0
0

[Λ0,Λ0, ρ
0]

)∣∣∣
γ as in Def. 12.1

,

(6.46a)

0 = Λ0
∂

∂Λ0

(
A

(V,V e,1,0,0)γ
m1

m2
n1

n2 ;n1

n2
m1

m2

[Λ0,Λ0, ρ
0]− A(V,V e,1,0,0)γ

0
0

0
0
; 0
0

0
0

[Λ0,Λ0, ρ
0]

−m1
(
A

(V,V e,1,0,0)γ
1
0

0
0
; 0
0

1
0

[Λ0,Λ0, ρ
0]− A(V,V e,1,0,0)γ

0
0

0
0
; 0
0

0
0

[Λ0,Λ0, ρ
0]

)

− n1
(
A

(V,V e,1,0,0)γ
0
0

1
0
; 1
0

0
0

[Λ0,Λ0, ρ
0]− A(V,V e,1,0,0)γ

0
0

0
0
; 0
0

0
0

[Λ0,Λ0, ρ
0]

)

−m2
(
A

(V,V e,1,0,0)γ
0
1

0
0
; 0
0

0
1

[Λ0,Λ0, ρ
0]− A(V,V e,1,0,0)γ

0
0

0
0
; 0
0

0
0

[Λ0,Λ0, ρ
0]

)

− n2
(
A

(V,V e,1,0,0)γ
0
0

0
1
; 0
1

0
0

[Λ0,Λ0, ρ
0]− A(V,V e,1,0,0)γ

0
0

0
0
; 0
0

0
0

[Λ0,Λ0, ρ
0]

))∣∣∣
γ as in Def. 12.2
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=
∂

∂ρ0
a

(
A

(V,V e,1,0,0)γ
m1

m2
n1

n2 ;n1

n2
m1

m2

[Λ0,Λ0, ρ
0]− A(V,V e,1,0,0)γ

0
0

0
0
; 0
0

0
0

[Λ0,Λ0, ρ
0]

−m1
(
A

(V,V e,1,0,0)γ
1
0

0
0
; 0
0

1
0

[Λ0,Λ0, ρ
0]− A(V,V e,1,0,0)γ

0
0

0
0
; 0
0

0
0

[Λ0,Λ0, ρ
0]

)

− n1
(
A

(V,V e,1,0,0)γ
0
0

1
0
; 1
0

0
0

[Λ0,Λ0, ρ
0]− A(V,V e,1,0,0)γ

0
0

0
0
; 0
0

0
0

[Λ0,Λ0, ρ
0]

)

−m2
(
A

(V,V e,1,0,0)γ
0
1

0
0
; 0
0

0
1

[Λ0,Λ0, ρ
0]− A(V,V e,1,0,0)γ

0
0

0
0
; 0
0

0
0

[Λ0,Λ0, ρ
0]

)

− n2
(
A

(V,V e,1,0,0)γ
0
0

0
1
; 0
1

0
0

[Λ0,Λ0, ρ
0]− A(V,V e,1,0,0)γ

0
0

0
0
; 0
0

0
0

[Λ0,Λ0, ρ
0]

))∣∣∣
γ as in Def. 12.2

, (6.46b)

0 = Λ0
∂

∂Λ0

(
A

(V,V e,1,0,0)γ
m1+1

m2
n1+1

n2 ;n1

n2
m1

m2

[Λ0,Λ0, ρ
0]

−
√

(m1+1)(n1+1)A
(V,V e,1,0,0)γ
1
0

1
0
; 0
0

0
0

[Λ0,Λ0, ρ
0]

)∣∣∣
γ as in Def. 12.3

=
∂

∂ρ0
a

(
A

(V,V e,1,0,0)γ
m1+1

m2
n1+1

n2 ;n1

n2
m1

m2

[Λ0,Λ0, ρ
0]

−
√

(m1+1)(n1+1)A
(V,V e,1,0,0)γ
1
0

1
0
; 0
0

0
0

[Λ0,Λ0, ρ
0]

)∣∣∣
γ as in Def. 12.3

, (6.46c)

0 = Λ0
∂

∂Λ0

A(V,V e,B,g,ι)γ
m1n1;...;mNnN

[Λ0,Λ0, ρ
0]

∣∣∣
γ as in Def. 12.4

=
∂

∂ρ0
a

A(V,V e,B,g,ι)γ
m1n1;...;mNnN

[Λ0,Λ0, ρ
0]

∣∣∣
γ as in Def. 12.4

. (6.46d)

The Λ0-derivative at Λ = Λ0 has to be considered with care:

0 = Λ0
∂

∂Λ0

A(V,V e,B,g,ι)γ
m1n1;...;mNnN

[Λ0,Λ0, ρ
0]

=
(
Λ
∂

∂Λ
A(V,V e,B,g,ι)γ
m1n1;...;mNnN

[Λ,Λ0, ρ
0]

)
Λ=Λ0

+
(
Λ0

∂

∂Λ0

A(V,V e,B,g,ι)γ
m1n1;...;mNnN

[Λ,Λ0, ρ
0]

)
Λ=Λ0

,

(6.47)

and similarly for (6.46a)–(6.46c). Inserting (6.45), (6.46), (6.47) and according formulae
into the Taylor expansion of (6.5) we thus have

∑

γ as in Def. 12.1

R
(V,V e,1,0,0)γ
m1

m2
n1

n2 ;n1

n2
k1

k2 ; k1

k2
l1

l2
; l1

l2
m1

m2

[Λ0,Λ0, ρ
0]

= −
∑

γ as in Def. 12.1

(
Λ
∂

∂Λ

(
A

(V,V e,1,0,0)γ
m1

m2
n1

n2 ;n1

n2
k1

k2 ; k1

k2
l1

l2
; l1

l2
m1

m2

[Λ,Λ0, ρ
0]− A(V,V e,1,0,0)γ

0
0

0
0
; 0
0

0
0
; 0
0

0
0
; 0
0

0
0

[Λ,Λ0, ρ
0]

))

Λ=Λ0

,

(6.48a)∑

γ as in Def. 12.2

R
(V,V e,1,0,0)γ
m1

m2
n1

n2 ;n1

n2
m1

m2

[Λ0,Λ0, ρ
0]

= −
∑

γ as in Def. 12.2

(
Λ
∂

∂Λ

(
A

(V,V e,1,0,0)γ
m1

m2
n1

n2 ;n1

n2
m1

m2

[Λ,Λ0, ρ
0]− A(V,V e,1,0,0)γ

0
0

0
0
; 0
0

0
0

[Λ,Λ0, ρ
0]

−m1
(
A

(V,V e,1,0,0)γ
1
0

0
0
; 0
0

1
0

[Λ,Λ0, ρ
0]− A(V,V e,1,0,0)γ

0
0

0
0
; 0
0

0
0

[Λ,Λ0, ρ
0]

)

− n1
(
A

(V,V e,1,0,0)γ
0
0

1
0
; 1
0

0
0

[Λ,Λ0, ρ
0]− A(V,V e,1,0,0)γ

0
0

0
0
; 0
0

0
0

[Λ,Λ0, ρ
0]

)
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−m2
(
A

(V,V e,1,0,0)γ
0
1

0
0
; 0
0

0
1

[Λ,Λ0, ρ
0]− A(V,V e,1,0,0)γ

0
0

0
0
; 0
0

0
0

[Λ,Λ0, ρ
0]

)

− n2
(
A

(V,V e,1,0,0)γ
0
0

0
1
; 0
1

0
0

[Λ,Λ0, ρ
0]− A(V,V e,1,0,0)γ

0
0

0
0
; 0
0

0
0

[Λ,Λ0, ρ
0]

)))

Λ=Λ0

, (6.48b)

∑

γ as in Def. 12.3

R
(V,2,1,0,0)γ
m1+1

m2
n1+1

n2 ;n1

n2
m1

m2

[Λ0,Λ0, ρ
0]

= −
∑

γ as in Def. 12.3

(
Λ
∂

∂Λ

(
A

(V,V e,1,0,0)γ
m1+1

m2
n1+1

n2 ;n1

n2
m1

m2

[Λ,Λ0, ρ
0]

−
√

(m1+1)(n1+1)A
(V,V e,1,0,0)γ
1
0

1
0
; 0
0

0
0

[Λ,Λ0, ρ
0]

))

Λ=Λ0

, (6.48c)

R(V,V e,B,g,ι)γ
m1n1;...;mNnN

[Λ0,Λ0, ρ
0]

∣∣∣
γ as in Def. 12.4

= −
(

Λ
∂

∂Λ
A(V,V e,B,g,ι)γ
m1n1;...;mNnN

[Λ,Λ0, ρ
0]

∣∣∣
γ as in Def. 12.4

)

Λ=Λ0

. (6.48d)

In particular,

R(1,1,1,0,0)
m1n1;...;m4n4

[Λ,Λ0, ρ
0] ≡ 0 . (6.49)

We first get (6.49) at Λ = Λ0 from (6.48a). Since the rhs of (6.17) vanishes for V = 1 and
N = 4, we conclude (6.49) for any Λ.

Proposition 15 Let γ be an R-ribbon graph having N external legs, V vertices, V e ex-
ternal vertices and segmentation index ι, which is drawn on a genus-g Riemann surface
with B boundary components. Then, the contribution R

(V,V e,B,g,ι)γ
m1n1;...;mNnN of γ to the expansion

coefficient of the Λ0-varied effective action describing a duality-covariant φ4-theory on R4
θ

in the matrix base is bounded as follows:

1. If γ is of the type described under 1–3 of Definition 12, we have

∣∣∣∣
∑

γ as in Def. 12.1

R
(V,V e,1,0,0)γ
m1

m2
n1

n2 ;n1

n2
k1

k2 ; k1

k2
l1

l2
; l1

l2
m1

m2

[Λ,Λ0, ρ0]

∣∣∣∣

≤
(Λ2

Λ2
0

)
P 4V−4

1

[ m1

m2
n1

n2 ;
n1

n2
k1

k2 ;
k1

k2
l1

l2
; l

1

l2
m1

m2

θΛ2

]( 1

Ω

)3V−2−V e

P 2V−2
[
ln

Λ0

ΛR

]
, (6.50)

∣∣∣∣
∑

γ as in Def. 12.2

R
(V,V e,1,0,0)γ
m1

m2
n1

n2 ;n1

n2
m1

m2

[Λ,Λ0, ρ0]

∣∣∣∣

≤
(Λ2

Λ2
0

)
(θΛ2)P 4V−2

2

[ m1

m2
n1

n2 ;
n1

n2
m1

m2

θΛ2

]( 1

Ω

)3V−1−V e

P 2V−1
[
ln

Λ0

ΛR

]
, (6.51)

∣∣∣∣
∑

γ as in Def. 12.3

R
(V,V e,1,0,0)
m1+1

m2
n1+1

n2 ;n1

n2
m1

m2

[Λ,Λ0, ρ0]

∣∣∣∣

≤
(Λ2

Λ2
0

)
(θΛ2)P 4V−2

2

[ m1+1
m2

n1+1
n2 ; n

1

n2
m1

m2

θΛ2

]( 1

Ω

)3V−1−V e

P 2V−1
[
ln

Λ0

ΛR

]
, (6.52)
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2. If γ is a subgraph of an 1PI planar graph with a selected set T of trajectories on one
distinguished boundary component and a second set T ′ of summed trajectories on that
boundary component, we have

∑
Es

∑

Et′

∣∣R(V,V e,B,0,ι)γ
m1n1;...;mNnN

[Λ,Λ0, ρ0]
∣∣

≤
(Λ2

Λ2
0

)(
θΛ2

)(2−N
2

)+2(1−B)
P 4V−N(

2t′+
P
−−−−−→
njo[nj ]∈T

min(2, 1
2
〈−−−−→njo[nj ]〉)

)
[
m1n1; . . . ;mNnN

θΛ2

]

×
( 1

Ω

)3V−N
2
−1+B+2g−V e−ι+s+t′

P 2V−N
2

[
ln

Λ0

ΛR

]
. (6.53)

3. If γ is a non-planar graph or a graph with N ≥ 6 external legs, we have

∑
Es

∣∣R(V,V e,B,g,ι)
m1n1;...;mNnN

[Λ,Λ0, ρ0]
∣∣ ≤

(Λ2

Λ2
0

)(
θΛ2

)(2−N
2

)+2(1−B−2g)
P 4V−N

0

[
m1n1; . . . ;mNnN

θΛ2

]

×
( 1

Ω

)3V−N
2
−1+B+2g−V e−ι+s

P 2V−N
2

[
ln

Λ0

ΛR

]
. (6.54)

We have R
(V,V e,B,g,ι)
m1n1;...;mNnN ≡ 0 for N > 2V+2 or

∑N
i=1(mi−ni) 6= 0.

Proof. Inserting the estimations of Proposition 13 into (6.48) we confirm Proposition 15
for Λ = Λ0, which serves as initial condition for the Λ-integration of (6.17). This entails
the polynomial in ln Λ0

ΛR
instead of ln Λ

ΛR
appearing in Propositions 13 and 14. Accordingly,

when using Propositions 13 and 14 as the input for (6.17), we will further bound these
estimations by replacing ln Λ

ΛR
by ln Λ0

ΛR
.

Due to (6.49) the rhs of (6.17) vanishes for N = 2, V = 1 and for N = 6, V = 2.
This means that the corresponding R-functions are constant in Λ so that the Proposi-
tion holds for R

(1,1,1,0,0)
m1n1;m2n2 [Λ], R

(1,1,2,0,1)
m1n1;m2n2 [Λ] and R

(2,2,1,0,0)
m1n1;...;m2n2 [Λ]. Since (6.17) is a linear

differential equation, the factor Λ2

Λ2
0

relative to the estimation of the A-functions of Pro-

position 13, first appearing in R
(1,1,1,0,0)
m1n1;m2n2 [Λ], R

(1,1,2,0,1)
m1n1;m2n2 [Λ] and R

(2,2,1,0,0)
m1n1;...;m2n2 [Λ], survives

to more complicated graphs, provided that none of the R-functions is relevant in Λ.
For graphs according to Definition 12.4, the first two lines on the rhs of (6.17) yield in

the same way as in the proof of (5.37) on page 60 the integrand (6.54), with the degree of
the polynomial in ln Λ0

ΛR
lowered by 1. Since under the given conditions an A-graph would

be irrelevant, an R-graph with the additional factor Λ2

Λ2
0

is relevant or marginal. Thus, the

Λ-integration of the first two lines on the rhs of (6.17) can be estimated by the integrand
and a factor P 1[ln Λ0

ΛR
], in agreement with (6.54). In the same way we verify (6.53) for the

first two lines on the rhs of (6.17).
In the remaining lines of (6.17) we get by induction the following estimation:

∣∣∣∣
{ ∑

m,n,k,l

Qnm;lk(Λ)R
(V1)
0
0

0
0
; 0
0

0
0
;mn;kl

[Λ]

}

[Def. 12.2]

∣∣∣∣

≤
(Λ2

Λ2
0

)(
θΛ2

)( 1

Ω

)3V−1−V e

P 2V−2
[
ln

Λ0

ΛR

]
, (6.55a)
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∣∣∣∣
{ ∑

m,n,k,l

Qnm;lk(Λ)
(
R

(V1)
1
0

0
0
; 0
0

1
0
;mn;kl

[Λ]−R(V1)
0
0

0
0
; 0
0

0
0
;mn;kl

[Λ]
)}

[Def. 12.2]

∣∣∣∣

≤
(Λ2

Λ2
0

)( 1

Ω

)3V−1−V e

P 2V−2
[
ln

Λ0

ΛR

]
, (6.55b)

∣∣∣∣
{ ∑

m,n,k,l

Qnm;lk(Λ)R
(V1)
1
0

1
0
; 0
0

0
0
;mn;kl

[Λ]

}

[Def. 12.3]

∣∣∣∣

≤
(Λ2

Λ2
0

)( 1

Ω

)3V−1−V e

P 2V−2
[
ln

Λ0

ΛR

]
, (6.55c)

∣∣∣∣
{ ∑

m,n,k,l

Qnm;lk(Λ)R
(V1)
0
0

0
0
; 0
0

0
0
; 0
0

0
0
; 0
0

0
0
;mn;kl

[Λ]

}

[Def. 12.1]

∣∣∣∣

≤
(Λ2

Λ2
0

)( 1

Ω

)3V−2−V e

P 2V−3
[
ln

Λ0

ΛR

]
. (6.55d)

These estimations are obtained in a similar way as (6.39a), (6.40a) and (6.41a). In par-
ticular, the improvement by (θΛ2)−1 in (6.55b) is due to the difference of graphs which
according to Section 5.2 yield a composite propagator (5.15a). To obtain (6.55c) we have

to use (6.53) with 〈−−−−→n1o(n1)〉+ 〈
−−−−→
n2o(n2)〉 = 2, which for the graphs under consideration is

known by induction.
Multiplying (6.55) by versions of Proposition 14 according to (6.17), for V1 < V , we

obtain again (6.54) or (6.53), with the degree of the polynomial in ln Λ0

ΛR
lowered by 1, for

the integrand. Then, the Λ-integration proves (6.54) and (6.53).
For graphs as in 1–3 of Definition 12 one shows in the same way as in the proof of

1–3 of Proposition 14 that the last term in the third line of (6.17) and the (V1 = V )-
terms in the remaining lines project to the irrelevant part of these R-functions, i.e. lead
to (6.50)–(6.52). This was already clear from (6.45). For the remaining (V1 < V )-terms
in the fourth to last lines of (6.17) we obtain (6.50)–(6.52) from (6.55) and (6.34)–(6.36).
This finishes the proof. ¤

6.5 Finishing the convergence and renormalisation theorem

We return now to the starting point of the entire estimation procedure—the identity (6.4).
We put Λ = ΛR in Proposition 15 and perform the Λ0-integration in (6.4):

Theorem 16 The φ4-model on R4
θ is (order by order in the coupling constant) renormal-

isable in the matrix base by adjusting the coefficients ρ0
a[Λ0] defined in (5.13) and (5.12)

of the initial interaction (5.1) to give (5.14) and by integrating the the Polchinski equation
according to Definition 12.

The limit A
(V,V e,B,g,ι)
m1n1;...;mNnN [ΛR,∞] := limΛ0→∞A

(V,V e,B,g,ι)
m1n1;...;mNnN [ΛR,Λ0, ρ

0[Λ0]] of the expan-
sion coefficients of the effective action L[φ,ΛR,Λ0, ρ

0[Λ0]], see (4.51), exists and satisfies
∣∣∣(2πθ)N

2
−2A(V,V e,B,g,ι)

m1n1;...;mNnN
[ΛR,∞]− (2πθ)

N
2
−2A(V,V e,B,g,ι)

m1n1;...;mNnN
[ΛR,Λ0, ρ

0]
∣∣∣

≤ Λ6−N
R

Λ2
0

( 1

ΩθΛ2
R

)2(B+2g−1)

P 4V−N
0

[
m1n1; . . . ;mNnN

θΛ2
R

]( 1

Ω

)3V−N
2
−V e−ι

P 2V−N
2

[
ln

Λ0

ΛR

]
.

(6.56)
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Proof. The existence of the limit and its property (6.56) are a consequence of Cauchy’s
criterion applied to (6.4) after insertion of Proposition 15 taken at Λ = ΛR. We have also
used (5.31) in Proposition 15.1. Note that

∫
dx
x3 P

q[lnx] = 1
x2P

′q[lnx], see (4.27). ¤

The proof of the renormalisation theorem 16 is the main result of the Habilitation
thesis. I will summarise and discuss these achievements in Section 7.

One can now address several other questions which depend on or are related to the
renormalisation proof. For instance, it is very interesting to compute the β-function of
the duality-covariant φ4-model. I provide this calculation in Appendix G starting on page
149. It turns out that the one-loop β-function for the coupling constant remains non-
negative. The self-dual case Ω = 1 has particular features. Moreover, I find that the limit
Ω → 0 exists at the one-loop level. I interpret this result as related to the fact that the
UV/IR-mixing in momentum space becomes problematic only at higher loop order.

Another interesting exercise is the renormalisation of noncommutative φ4-theory in two
dimensions, which I perform in Appendix H starting on page 156. The renormalisation
proof is much simpler in two dimensions. In fact, I can prove more: It is possible to couple
the frequency Ω to the initial scale Λ0 so that in two dimensions the limit Ω → 0 exists
as a perturbatively renormalisable quantum field theory. This seems to be related to the
folklore that the UV/IR-mixing is not a problem in two dimensions.

Finally, a few comments on the limit θ → 0. In the developed approach, θ defines
the reference size of an elementary cell in the Moyal plane. All dimensionful quantities,
in particular the energy scale Λ, are measured in units of (appropriate powers of) θ. In
the final result of Theorem 16, these mass dimensions are restored. Then, we learn from
(6.56) that a finite θ regularises the non-planar graphs. This means that for given Λ0 and
ΛR the limit θ → 0 cannot be taken.

On the other hand, there could be a chance to let θ depend on Λ0 in the same way as in
the two-dimensional case treated in Appendix H the oscillator frequency Ω was switched
off with the limit Λ0 → ∞. However, this does not work. The point is that taking in
(6.7) on page 69 instead of the Λ0-derivative the θ-derivative, there is now a contribution
from the θ-dependence of the propagator. This leads in the analogue of the differential
equation (6.11) to a term bilinear in L. Looking at the proof of Proposition 15, we see
that this L-bilinear term will remove the factor Λ−2

0 .
Thus, the limit θ → 0 is singular. This is not surprising. In the limit θ → 0 the

distinction between planar and non-planar graphs disappears (which is immediately clear
in momentum space). Then, non-planar two- and four-point functions should yield the
same divergent values as their planar analogues. Whereas the bare divergences in the
planar sector are avoided by the mixed boundary conditions in 1-3 of Definition 12, the
näıve initial condition in Definition 12.4 for non-planar graphs leaves the bare divergences
in the limit θ → 0.
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7 Conclusion

In this Habilitation thesis I have proven that the real Euclidean φ4-model on the four-
dimensional Moyal plane is renormalisable to all orders in perturbation theory. The proof
is based on the sequence of articles [GW03a, GW04b, GW04c] and the additional material
in [GW03b, GW04a] on the two-dimensional case and the β-function.

My Habilitation thesis solves, first of all, a longstanding technical problem concerning
the renormalisation of noncommutative φ4-theory. On the other hand, the proof produced
several by-products which are valuable on their own. This includes the adaptation of the
renormalisation scheme based on flow equations to dynamical matrix models and the
identification of a deep connection between local and global aspects in noncommutative
quantum field theories.

The bare action of relevant and marginal couplings of the model is parametrised by four
(divergent) quantities which require normalisation to the experimental data at a physical
renormalisation scale. The corresponding physical parameters which determine the model
are the mass, the field amplitude (to be normalised to 1), the coupling constant and—in
addition to the commutative version—the frequency of a harmonic oscillator potential.

The crucial decision was to work in the matrix base of the Moyal plane, which avoids
the oscillating phase factors of the Weyl basis. I was able to derive a closed solution of
the free theory in the matrix base, see (3.49) on page 33. This solution was of enormous
importance during the renormalisation proof. To the best of my knowledge, the solution
(3.49) and its limit (B.63) for vanishing oscillator potential were not known before.

The next achievement was the development of the renormalisation group approach for
non-local (dynamical) matrix models. Its importance goes beyond the present renorm-
alisation proof. Many noncommutative algebras have a matrix representation, whereas
the possibility of Fourier modes is a rather exceptional feature of the Moyal plane. Thus,
the tools developed here make the superior efficiency of renormalisation by flow equations
[Pol84] available for more general noncommutative spaces. In particular, the very general
power-counting theorem (Theorem 10 on page 48) gives a first criterion whether a field
theory on a noncommutative space has the chance to be renormalisable or not. It is
remarkable that the language of ribbon graphs drawn on Riemann surfaces is required
both in the proof of our power-counting theorem for non-local matrix models and in the
momentum space approach to field theories on the Moyal plane [CR00, CR01]. I hope
that these techniques will prove fruitful for other investigations on matrix models.

For the renormalisation proof it was important to add the harmonic oscillator poten-
tial to the standard noncommutative φ4-action. From the point of view of traditional
renormalisation theory it seems very surprising that such a brutal x-dependence yields a
renormalisable model. The renormalisation of the duality-covariant noncommutative φ4-
model teaches us a lesson which, although fairly obvious, was completely ignored before:
A Feynman graph in a perturbative quantum field theory is a non-local object in the
sense that it is made of several local vertices connected over the distance via propagators.
Renormalisation requires that the singular part (in the sense of the forest formula) of such
a non-local graph is proportional to a local counterterm vertex. For example,

∫
d4x1 d

4x2


 � �x1 x2




singular part

∼
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d4x
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In noncommutative quantum field theory we are fully aware of the delicate situation
when x1, x2 come close to each other, where the singular part of the loop has to reproduce
the noncommutative multiplication encoded in the vertex. However, we did not take
into account that also the opposite case where x1, x2 are far away from each other has
to reproduce the noncommutative multiplication. This is, in fact, a constraint on the
topology of the underlying space. Thus, renormalisation necessarily entangles the local
and the global properties of the model. In this light, the separation of the infrared
and ultraviolet regimes in a commutative quantum field theory was just an enormous
chance. Unfortunately, the resulting prejudice obscured the view and had us look for a
renormalisation of field theories on an asymptotically Euclidean Moyal plane. This did
not work [MVRS00], and after the previous remarks we should not be surprised about
that.

I have had the luck to identify the right topology which belongs to the ?-product: the
harmonic oscillator potential. Although originally introduced for computational reasons28,
this is not a bad trick but a true physical effect. It is the self-consistent solution of the
UV/IR-mixing problem found in the traditional noncommutative φ4-model in momentum
space. It implements the duality (see also [LS02a]) that noncommutativity relevant at
short distances goes hand in hand with a modified structure of the space relevant at large
distances.

At fist sight, such a modified structure of space at very large distances seems to be
in contradiction with experimental data. But this is not true. Neither position space
nor momentum space are the adapted frames to interpret the model. In the spirit of
noncommutative geometry [Con96], the model is invariantly characterised by the spectrum
of the Schrödinger operator relative to the free theory,

Hψ =
1

2
(p2 + µ2

0)ψ , H = −1

2
∂µ∂

µ +
Ω2

2
x̃µx̃

µ +
µ2

0

2
. (7.2)

As this operator describes the quantum mechanics of the harmonic oscillator, we obtain29

with the definition of x̃ the quantisation of momenta

p2 =
(
m1+n1+m2+n2+2

)4Ω

θ
, mi, ni ∈ N . (7.3)

These quantised momenta give us the impression of a finite universe. Indeed, there
is some evidence of a non-trivial topology of the universe in the angular power spectrum
of the cosmic microwave background [Lev02] measured by the WMAP satellite [B+03].
There is currently a debate about which topological model gives the best fit of the WMAP
data, see e.g. [LWR+03, ALST04]. Other WMAP constraints imply that the extension
of the universe is larger than Lu = 24 Gpc = 7.4× 1028 cm [CSSK04]. Assuming θ = `2P ,

28It was clear very early that the propagator computed from the standard noncommutative φ4-action
does not have the scaling dimensions of a renormalisable model. In the matrix base of the Moyal plane,
the standard Laplace operator is a tri-diagonal band matrix. The main diagonal behaves nicely, but
the two adjacent diagonals are “too big” and compensate the desired behaviour of the main diagonal.
Making the adjacent diagonals “smaller” one preserves the properties of the main diagonal and obtains the
good scaling dimensions required for a renormalisable model. The deformation of the adjacent diagonals
corresponds to the inclusion of a harmonic oscillator potential in the free field action.

29The relation (7.3) can also be obtained from comparison of (B.22) with (B.31) and (B.32).
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where `P = 1.6 × 10−33 cm is the Planck length (1.2), we would obtain from (7.3) the
incredibly small value of Ω = θ

4L2
u
< 10−124. It is clear that for typical momenta on earth,

the discretisation of momenta is not visible.
There is no reason to believe that the spectrum of the Schrödinger operator (7.2) gives

a good account for the WMAP data. But the renormalisation of the duality-covariant
noncommutative φ4-model prepares us to accept that there is a deep connection between
cosmology and noncommutative quantum field theory via the renormalisability constraint.
If Nature abhors the infinitesimal small (in form of noncommutativity of the space), it
cannot admit the infinitely large.

Several further activities are conceivable.

• Analytic bounds for the asymptotic behaviour of the propagator. It is somewhat dis-
appointing that the powerful renormalisation proof for the duality-covariant noncom-
mutative φ4-model relies on a couple of numerical verifications. There is no doubt
that these estimations are correct, but the situation is not satisfactory. I have tried
hard to prove these estimations analytically, but for the time being without success.
The problem is the opposite behaviour of the various terms in (B.39). The binomials
become huge for ui ≈ 1

2
max(mi, li) whereas the hypergeometric function is minimal for

these values and maximal for small and large ui. Clearly, the more tractable equation
(B.37) shows the same behaviour. One should probably keep the hypergeometric func-
tion in (B.36) (which is also a Meixner polynomial) unexpanded and use appropriate
asymptotic expansions of these special functions. This is a recent topic in mathematics
[Tem03, JW98].

• The Mehler formula. Although the harmonic oscillator potential breaks translation
invariance (in form of quantised momenta), the Schrödinger operator can be exploited
in momentum space using the Mehler kernel [Sim79]

(
p2+m2− ∂2

∂p2

)
KM(p, q) = δ(p− q) . (7.4)

After some calculus one can represent the partition function associated with the bilinear
part of the action (3.42) as follows:

Zfree = Z[0] exp
(1

2

∫
d4p d4q

(2π)4
J(−p)KM(p, q)J(q)

)
,

KM(p, q) =
θ3

2π2Ω3

∫ 1

0

dz
z1+

µ2
0θ

4Ω

(1−z2)2
exp

(
− θ

8Ω

(1−z)
(1+z)

(p+q)2 − θ

8Ω

(1+z)

(1−z)(p−q)
2
)
.

(7.5)

Thus, the Mehler kernel gives the Feynman rule for the propagator in momentum
space. The rules for the vertices are unchanged and are given by (3.34). It would
be interesting to compute simple graphs and eventually to repeat the power-counting
analysis of Chepelev and Roiban [CR00, CR01] for the propagator (7.5). The difficulty
is the loss of momentum conservation over the propagator. This means that (7.5)

actually replaces δ(p−q)
p2+µ2

0
. In particular, there is a divergence in (7.5) for p = q. One has

to separate the true divergences from the shadow of momentum conservation at p = q.
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• The duality-covariant noncommutative φ4-model in the spectral base. It is natural to
expand the action (3.42) into the eigenfunctions of the Schrödinger operator (7.2).
Then, the propagator reads 1

p2+µ2
0
, with p2 now being discrete. In contrast to the

Mehler formula, there is now momentum conservation over the propagator. In order to
obtain the vertices we have to shift the unitary matrices U

(α)
m appearing in (B.22) from

the kinetic matrix or the propagator into the vertex. This involves a summation over
the matrix labels m, l, α at the vertex, leaving the eigenvalues x = p2 as the dynamical
variables. It will be interesting to study the properties of these dressed (physical)
vertices. In particular, special functions often have locality properties in the sense that
the integral over a product of them vanishes unless certain parameter conditions are
satisfied. I expect such relations for Meixner polynomials, too. This would correspond
to some fuzzy momentum conservation at the vertices.

• Gauge theories. The renormalisation of noncommutative φ4-theory is a remarkable res-
ult, but for phenomenological reasons it would be much more important to renormalise
gauge theories on noncommutative spaces. Moreover, gauge theories arise naturally in
noncommutative geometry from fluctuations of a Dirac operator [Con96]. There are
two natural candidates for a four-dimensional Dirac operator which carry a germ of an
oscillator potential:

D′ = iγµ∂µ + 2iΩ′γ5γµxµ , D = iγµ∂µ + 2iΩγ5γµ(θ−1)µνx
ν . (7.6)

Both D′ and D are formally self-adjoint and have the required charge-conjugation
property JD(′)J−1 = D(′), where Jψ = γ0γ2ψ̄, with ψ̄ denoting the complex conjugated
spinor. Conjugation by unitary elements of the Hilbert space and generalisation of the
resulting pure gauge to a general gauge yields the fluctuated Dirac operator

D′A = D + (γµ + iΩ′γ5γκθ
κµ)ρ(Aµ) + (−γµ + iΩγ5γκθ

κµ)Jρ(Aµ)J
−1 , (7.7)

and similarly when starting from D. Here, ρ(Aµ)ψ := Aµ ? ψ stands for the represent-
ation given by left ?-multiplication. It is interesting that both the momentum part ∂µ
and the position part xµ in (7.6) generate the same gauge potential Aµ = Aµ. Another
unitary conjugation gives the usual gauge transformation,

(
ρ(u)Jρ(u)J−1

)D′A
(
ρ(u∗)Jρ(u∗)J−1

)
= D′Au , Auµ = iu ? ∂µu

∗ + u ? Aµ ? u
∗ . (7.8)

for u being an unitary element of an appropriate subalgebra of the Moyal algebra.

By construction, the spectral action trace
(
χ
(D′A/Λ

)2)
, see (1.3), is invariant under

gauge transformations Aµ 7→ Auµ. The free Laplacian D′2 has a discrete spectrum so
that there is no need to smear it with a function of compact support as in [GI04]. The
actual computation of the spectral action remains a big challenge. The renormalisation
by flow equations as in [KK96, KM00] is a formidable task.

A faster approach would be to construct an action for a noncommutative U(1) gauge
field directly from “covariant coordinates” Xµ = θ−1

µν x
ν + Aµ, see [MSSW00]. Then,
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one can consider the following action functional:

S =

∫
d4x

(
α1[Xµ, Xν ]? ? [Xν , Xµ]? + α2Xµ ? X

µ ? Xν ? X
ν
)

=

∫
d4x

(
α1Fµν ? F

µν + α1(θ
−1)µν(θ

−1)µν + 1
16
α2(x̃µx̃

µ)2

+ α2

(
(x̃µAµ)

2 + (Aµ ? A
µ)2 + 1

2
(x̃µx̃

µ)(Aν ? A
ν) + 2(x̃µAµ)(Aν ? A

ν)

+ 1
2
(x̃µx̃

µ)(x̃νAν)
))

, (7.9)

where Fµν is the field strength defined in (3.20) on page 26. The A-linear term in the
last line has to be eliminated by a shift Aµ = A′µ + aµ(x), which in turn leads to the

gauge transformation A′µ 7→ u ?
[
i∂µ + aµ(x), u

∗]
?
+ u ? A′µ ? u

∗. The resulting action
contains an explicit x-dependence in theA′-bilinear part similar to the duality-covariant
noncommutative φ4-action. Working out the details is an interesting exercise.

On the other hand, one should try to include the harmonic oscillator potential merely
as a computational trick—like the auxiliary mass in Lowenstein’s approach [Low76] to
massless models—which at the end should be consistently removed as in the noncom-
mutative φ4

2-model discussed in Appendix H.

• A Higgs-like model. It was noticed by David Broadhurst that the quantity Ω2

λ
is ac-

cording to (G.24) and (G.25), page 153, stable against one-loop corrections of the
duality-covariant noncommutative φ4

4-model. This combination Ω2

λ
describes the loca-

tion of the minimum of the potential −1
2
Ω2x̃2φ2 + λ

4!
φ4 which arises from the massless

duality-covariant noncommutative φ4-action after changing the sign of the oscillator
potential. Thus, it would be interesting to look for non-trivial solutions of the corres-
ponding classical field equation

0 = −∂µ∂µφ− Ω2x̃2φ+ µ2
0φ+

λ

6
φ3 (7.10)

and to attempt a quantisation about such a solution.

• Renormalisation of other models. The derivation of the propagator in Appendices B.2
and B.3, which was related to the orthogonal Meixner polynomials, is easily generalised
to a large class of special functions. The spectral representation (B.22) of the kinetic
matrix and the orthogonality relation (B.23) can be written abstractly as an integration
over the spectrum σ with measure dµ(σ):

Gab :=

∫
dµ(σ)Ua(σ)(µ2

0 + σ)Ub(σ) , ∆ab :=

∫
dµ(σ)Ua(σ)(µ2

0 + σ)−1Ub(σ) (7.11)

and

δ−→
ab
δ−→
ba

=

∫
dµ(σ)Ua(σ)Ub(σ) , δ(σ − σ′) =

∑
a

Ua(σ)Ub(σ
′) . (7.12)

The corresponding vertices of a φn-matrix model would be

Va1...an :=
λ

n!
δ−−−→a1,a2

· · · δ−−−−−→an−1,an
δ−−−→an,a1

+ permutations . (7.13)
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In our example, the matrix indices a, b stand for pairs of elements of ND
2 so that we

need oriented δ-functions δ−−−→
mn;kl

:= δnk 6= δ−−−→
kl;mn

= δml. To each solution of (7.12)
one can associate a dynamical matrix model for which one should investigate the
renormalisation along the presented lines. In particular, this includes the classical
orthogonal polynomials and their q-analogues [KS96]. So far I have only studied the
case of Meixner polynomials (which is the duality-covariant noncommutative φ4-model,
see Appendix B.2) and of Laguerre polynomials (which is the standard noncommutative
φ4-model, see Appendix B.6, where the renormalisation fails). Of particular interest
is the case of truncated Legendre polynomials, which is related to the fuzzy sphere
[GKP96b].

• Investigations beyond the perturbation series. The renormalisation of the duality-
covariant noncommutative φ4-model performed here was based on a perturbative ex-
pansion of the effective action. This is not satisfactory. A direct non-perturbative
solution of the flow equations would be too ambitious. Therefore, the optimal method
would consist in a (Borel) resummation of the perturbation series in the spirit of con-
structive renormalisation [Riv91, Riv00]. See also [Sim74, GJ87].

There is probably not much hope for the model under consideration, because the one-
loop β-function is positive, see Appendix G. However, the sign of the β-function can
formally be changed by taking the “wrong sign” of the coupling constant. Moreover,
we have seen that planar graphs only require a renormalisation, thus making perfect
contact with the investigations in [tH82a, Riv84]. It remains to work out the details.

In general, as the näıve resummation is obstructed by the requirement to renorm-
alise divergent graphs [Riv91] and, on the other hand, in (renormalisable) noncom-
mutative field theories planar graphs only can be divergent, these models seem to be
well-suited for constructive techniques [tH82b]. The most interesting model to start
with is probably the noncommutative version of the Gross-Neveu model [GN74] in two
dimensions—to be built around the Dirac operator in (7.6)—the commutative version
of which was constructed in [DR00].

Moreover, the duality-covariant noncommutative φ4-model is characterised by count-
ably many degrees of freedom—in the same way as models on lattices [Kog79]. There
could be a chance to extend some of the powerful tools available for lattice models (see
e.g. [Bal88]) to noncommutative spaces, too.

• Minkowskian signature of the metric. Since we were working on a Euclidean space, the
duality-covariant noncommutative φ4-theory is rather a model for a spin system than a
quantum field theory. It is probably a bad idea to convert the results by Wick rotation
to Minkowski space [BDFP02]. In particular, the Osterwalder-Schrader axioms [OS73]
are unlikely to satisfy without adaptation. Therefore, a direct Minkowskian approach
following [DFR95, BDFP02] is necessary.

Unfortunately, the required breaking of Lorentz invariance (at least in intermediate
steps) and its effect to the phase factors in momentum space have prevented so far
any conclusions valid to all orders for these models. I am optimistic that the use of an
adapted (matrix) base where the oscillating phases disappear will turn out very useful
for quantum field theories on noncommutative Minkowski space. Probably, one should
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keep the Weyl base for the time direction in order to make use of the Cauchy integrals.
However, there is no need of the Weyl base for the space directions, and an adapted
base for them should improve the calculus considerably.

• Relations to string theory. Gauge theory on the Moyal plane arises in the zero-slope
limit of string theory in presence of a Neveu-Schwarz B-field [DH98, SW99]. As I
argued that renormalisation requires an appropriate structure of the space at very
large distances, the question arises whether the oscillator potential has a counterpart
in string theory. I am not an expert of string theory to make a qualified comment,
but it is tempting30 to relate the oscillator potential to the maximally supersymmetric
pp-wave background metric of type IIB string theory found in [BFOHP02],

ds2 = 2x+x− − 4λ2

8∑
i=1

(xi)2(dx−)2 +
8∑
i=1

(dxi)2 , dx± =
1√
2
(dx9 ± dx10) , (7.14)

which solves Einstein’s equations for an energy-momentum tensor relative to the 5-form
field strength

F5 = λdx−
(
dx1 ∧ dx2 ∧ dx3 ∧ dx4 + dx5 ∧ dx6 ∧ dx7 ∧ dx8

)
. (7.15)

It was suggested in [BMN02] that this background is related to the large-N limit of
U(N) N = 4 super Yang-Mills theory.

30This was pointed out by Giulio Bonelli.
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A Some historical comments

There is such a vast literature on quantum field theories over noncommutative spaces
that a comprehensive overview is outside the scope of this Habilitation thesis. I give a
personal incomplete selection and apologise to those authors which feel that their work is
not adequately highlighted.

A.1 Commutation relations for space-time coordinates

To the best of my knowledge, the possibility that geometry looses its meaning in quantum
physics was first31 considered by Schrödinger [Sch34]. On the other hand32, Heisenberg
suggested to use coordinate uncertainty relations to ameliorate the short-distance singu-
larities in the quantum theory of fields. His idea (which appeared later [Hei38]) inspired
Peierls in the treatment of electrons in a strong external magnetic field [Pei33]. Via Pauli
and Oppenheimer the idea came to Snyder who was the first to write down uncertainty
relations between coordinates [Sny47].

The philosophy that a fuzzy structure [Mad92] of space-time regularises quantum field
theories was revived in noncommutative geometry [Mad00] where the UV-regularisation
is automatic [GKP96b, GKP96a, GS99]. See also [Ydr01]. Another construction of finite
quantum field theories on noncommutative spaces is based on point-splitting via tensor
products [CHMS00, BDFP03].

The uncertainty relations for coordinates were rediscovered by Doplicher, Fredenhagen
and Roberts [DFR95] as a means to avoid gravitational collapse when localising events
with extreme precision. According to [DFR95], the coordinate uncertainties ∆xµ have
to satisfy ∆x0(∆x1 + ∆x2 + ∆x3) ≥ `2P and ∆x1∆x2 + ∆x2∆x3 + ∆x3∆x1 ≥ `2P , where

`P =
√

G~
c3

is the Planck length. These uncertainty relations are induced by coordinate

operators x̂µ = (x̂µ)∗ under the condition

[[x̂µ, x̂ν ], x̂ρ] = 0 , (A.1)

[x̂µ, x̂ν ][x̂
µ, x̂ν ] = 0 ,

(1

8
[x̂µ, x̂ν ][x̂ρ, x̂σ]εµνρσ

)2

= `8P . (A.2)

The equation (A.1) qualifies the resulting algebra as a special Moyal plane, see Section 3.1
on page 23. Moreover, in [DFR95] first steps are taken towards a perturbative quantum
field theory on the resulting (Minkowskian) quantum space-time.

The Moyal product has its origin in quantum mechanics, in particular in Weyl’s
operator calculus [Wey28]. Wigner introduced the useful concept of the phase space
distribution function [Wig32]. Then, Groenewold [Gro46] and Moyal [Moy49] showed
that quantum mechanics can be formulated on classical phase space using the twisted
product concept. In particular, Moyal proposed the “sine-Poisson bracket” (nowadays
called Moyal bracket), which is the analogue of the quantum mechanical commutation
relations. The twisted product was extended from Schwartz class functions to (appropri-
ate) tempered distributions by Gracia-Bond́ıa and Várilly [GBV88]. The programme of

31Actually, Riemann himself speculated in his famous Habilitationsvortrag [Rie92] about the possibility
that the hypotheses of geometry lose their validity in the infinitesimal small.

32These historical remarks are extracted from [Jac03].
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Groenewold and Moyal culminated in the axiomatic approach of deformation quantisation
[BFF+78a, BFF+78b]. The problem to lift a given Poisson structure to an associative ?-
product was solved by Kontsevich [Kon97]. Cattaneo and Felder [CF00] found a physical
derivation of Kontsevich’s formula in terms of a path integral quantisation of a Poisson
sigma model [SS94].

The belief that space-time noncommutativity cures the ultraviolet divergences of
quantum field theory was smashed by Filk [Fil96] who showed that the planar graphs
of a field theory on the Moyal plane33 are identical to the commutative theory (and thus
have the same divergences). An achievement in [Fil96] which turned out to be important
for later work was the definition of the intersection matrix of a graph which is read-off
from its reduction to a rosette. In [VGB99] the persistence of divergences was rephrased
in the framework of noncommutative geometry, based on the general definition of a di-
mension and the noncommutative formulation of external field quantisation. See also
[CDP00].

A.2 Field theory on the noncommutative torus

The first noncommutative space where field theory has been studied was the noncom-
mutative torus [CR87]. It became popular for field theorists when Connes, Douglas and
Schwarz proposed to compactify M-theory on the noncommutative torus [CDS98]. M-
theory lives in higher dimensions so that some of them must be compactified to give a
realistic model. Compactifying on a noncommutative instead of a commutative torus
amounts to turn on a constant background 3-form C. An alternative interpretation based
on D-branes on tori in presence of a Neveu-Schwarz B-field was given by Douglas and
Hull [DH98]. Similar effects are obtained in boundary conformal field theory [Sch99].

Later, the appearance of noncommutative field theory in the zero-slope limit of type
IIA string theory was thoroughly investigated by Seiberg and Witten [SW99]. Moreover,
using the results of [NS98] about instantons on noncommutative R4, Seiberg and Witten
argued that there is an equivalence between the Yang-Mills theories on standard R4 and
noncommutative R4, which I comment on in Section A.4.

It should be mentioned that matrix theories were studied long before M-theory was
proposed, and that these matrix theories did contain certain noncommutative features. In
the large-N limit of two-dimensional SU(N) lattice gauge theory, the number of degrees of
freedom is reduced and corresponds to a zero-dimensional model [EK82]. The restriction
to two dimensions can be relaxed [GAO83] by twisted boundary conditions [tH81] so that
the equivalence between lattice SU(N) gauge theory for large N and the twisted Eguchi-
Kawai model holds in any dimensions [GAKA83]. Here, the action can be rewritten in
terms of noncommuting matrix derivatives [Γ(j), . ], with [Γ(2j),Γ(2j+1)] = −2πi/N .

The paper [CDS98] inspired many activities on the interface between string/M-theory
and noncommutative geometry (I come back to that in Section A.3). Among others the
question was raised whether Yang-Mills theory on the noncommutative torus is renormal-
isable. See also [Dou99]. We have confirmed one-loop renormalisability in [KW00]: Using
ζ-function techniques and cocycle identities we have extracted the pole parts related to the

33Filk’s model refers to [DFR95] but is formulated in the ?-product formalism. It is certainly inspired
by the twisted Eguchi-Kawai model [GAO83, GAKA83] which I discuss in Section A.2.
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Feynman graphs and proved that they can be removed by multiplicative renormalisation
of the initial action. In particular, the Ward identities are satisfied. See also [Kra98b].

Based on ideas developed in [AII+00] on type IIB matrix models, it was shown
in [AMNS99] that, imposing a natural constraint for the (finite) matrices, the twisted
Eguchi-Kawai construction [GAO83] can be generalised to noncommutative Yang-Mills
theory on a toroidal lattice. The appearing gauge-invariant operators are the analogues of
Wilson loops [Wil74]. This formulation enabled numerical simulations [BHN02, BHN03]
of the various limiting procedures which confirmed conjectures [GS01] about striped and
disordered patterns in the phase diagram of spontaneously broken noncommutative φ4-
theory. On the other hand, the limit N →∞ of the matrix size is mathematically delicate
[LLS01]. To deal with that problem, a new formulation [LLS04b, LLS04a] of matrix mod-
els approximating field theories on the noncommutative torus has been proposed which
is based on noncommutative solitons [GMS00].

There are also other noncommutative spaces which arise as limiting cases of string
theory [ARS99].

A.3 Renormalisation of noncommutative quantum field theories

With the motivation of the Moyal plane in [DFR95], the proof that UV-divergences in
quantum field theories persist [Fil96], and the relationship of the noncommutative torus to
M-theory [CDS98] and the noncommutative RD to type IIA string theory [DH98, NS98],
time was ready in 1998 to investigate the renormalisation of quantum field theories on the
noncommutative torus and the noncommutative RD. It is, therefore, not surprising that
this question was addressed by different groups at about the same time [MSR99, SJ99,
KW00].

Mart́ın and Sánchez-Ruiz [MSR99] investigated U(1) Yang-Mills theory on the non-
commutative R4 at the one-loop level. They found that all one-loop pole terms of this
model in dimensional regularisation34 can be removed by multiplicative renormalisation
(minimal subtraction) in a way preserving the BRST symmetry. This is completely ana-
logous to the situation on the noncommutative 4-torus [KW00]35. Shortly later there
appeared also an investigation of (2 + 1)-dimensional super-Yang-Mills theory with the
two-dimensional space being the noncommutative torus [SJ99].

The paper [SW99] of Seiberg and Witten from August 1999 made the interface between
string theory and noncommutative geometry extremely popular. Thousands of papers on
this subject appeared, making it impossible to give an adequate overview. I restrict myself
to the renormalisation question and refer to the following reviews for further information:

• by Konechny and Schwarz with focus on compactifications of M-theory on noncom-
mutative tori [KS02a] as well as on instantons and solitons on noncommutative RD
[KS02b],

34There is of course a problem extending θ to complex dimensions, this is however discussed in [MSR99].
35Our work was ready in autumn 1998 for the Ph.D. thesis [Kra98b] of T. Krajewski (defended in

December 1998) and as such known in the community of the noncommutative standard model. We
did not publish it immediately because we looked for some results at higher loop order. Fortunate for
us, a complex i was missing in the first version of [MSR99], leading to the opposite conclusion about
the asymptotic freedom. In an e-mail exchange we pointed out the sign error and communicated our
calculations, which thus found their way into the final version of [MSR99] the next day.
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• by Douglas and Nekrasov [DN01] and by Szabo [Sza03], both with focus on field
theory on noncommutative spaces in relation to string theory,

• by Aref’eva, Belov, Giryavets, Koshelev and Medvedev [ABG+01] with focus on
string field theory.

A systematic analysis of field theories on noncommutative RD, to any loop order, was
first performed by Chepelev and Roiban [CR00]. The essential technique is the repres-
entation of Feynman graphs as ribbon graphs [tH74] (for noncommutative field theories
first suggested in [Haw99]), drawn on an (oriented) Riemann surface with boundary, to
which the external legs of the graph are attached. Using sophisticated mathematical
tools, Chepelev and Roiban were able to relate the power-counting behaviour to the to-
pology of the graph (I review the main ideas in Section 3.2). Their first conclusion was
that a noncommutative field theory is renormalisable iff its commutative counterpart is
renormalisable. Then, the authors of [MVRS00] gave a counter-example (see below). It
turned out that this problem was simply overlooked in the first version of [CR00], with the
power-counting analysis of being correct. A refined proof of the power-counting theorem
was given in [CR01].

By computing the non-planar one-loop graphs explicitly, Minwalla, Van Raamsdonk
and Seiberg pointed out a serious problem in the renormalisation of φ4-theory on non-
commutative R4 and φ3-theory on noncommutative R6 [MVRS00]. Non-planar graphs
are regulated by the phase factors in the ?-product (3.4), but only if the external mo-
menta of the graph are non-exceptional. As a matter of fact, inserting non-planar graphs
(declared as regular) as subgraphs into bigger graphs, external momenta of the subgraph
are internal momenta for the total graph. As such, exceptional external momenta for
the subgraph are realised in the loop integration, resulting in an divergent integral for
the total graph. The problem is independent of the number of external legs of the total
graph so that the divergences cannot be removed by usual UV-subtractions. Instead, it
was proposed in [MVRS00] to reorder the perturbation series (more details of this idea
are given in [CR01]). The procedure is promising, but a renormalisation proof based on
the resummation of non-planar graphs is still missing.

Anyway, the problem discovered in [MVRS00] made the subject of noncommutative
field theories extremely popular. In the following months, an enormous number of articles
doing (mostly) one-loop computations of all kind of models appeared. I do not want to give
an overview about these activities and mention only a few papers: the two-loop calculation
of φ4-theory [ABK00b]; the renormalisation of complex φ ? φ∗ ? φ ? φ∗ theory [ABK00a],
later explained by a topological analysis [CR01]; computations in noncommutative QED
[Hay99]; the calculation of noncommutative U(1) Yang-Mills theory [MST00], with an
outlook to super-Yang-Mills theory; the one-loop analysis of noncommutative U(N) Yang-
Mills theory [BS01].

All these achievements are overshadowed by the power-counting theorem of Chepelev
and Roiban [CR01] which decides the renormalisability question of (massive, Euclidean)
quantum field theories on noncommutative RD to all orders. Roughly speaking, quantum
field theories with only logarithmic divergences are renormalisable36 on noncommutative
RD. Still, the 1PI Green’s functions do not exist pointwise (at exceptional momenta)

36The reason is that logarithms are integrable, see [GKW00] for an explicit construction of the estim-
ations.
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so that multiplication with IR-smoothening test functions is necessary. Except for some
exceptional cases such as the φ?φ∗ ?φ?φ∗ interaction, models with quadratic divergences
are not perturbatively renormalisable.

The only way to circumvent the power-counting theorem of [CR01] is a different lim-
iting procedure of the loop calculations. Namely, in intermediate steps one changes the
order of integrations of integrals which are not absolutely convergent. One possibility is
the use [BGP+02] of the Seiberg-Witten map [SW99], which I review in Section A.4 (and
which does not help either [Wul02]). Another strategy could be the double-scaling limit
of matrix models, see e.g. [LSZ04, Ste04, LLS04b] or the construction as limiting cases of
the fuzzy sphere [CMS01, VY03, Ydr04].

A further possibility is a more careful way of performing the limits in the spirit of
Wilson [WK74] and Polchinski [Pol84]. Early attempts [GP01, Sar02] did not notice the
new effects in higher-genus graphs of noncommutative field theories, which are not visible
in one-loop calculations. A rigorous treatment exists for the large-θ limit [BGI02, BGI03].
Eventually, the Wilson-Polchinski programme for noncommutative φ4-theory was realised
in the series of papers [GW03a, GW03b, GW04c] I have written with Harald Grosse.
The main ideas are summarised in [GW04b]. These articles are the basis of the present
Habilitation thesis. We achieved the remarkable balance of proving renormalisability of
the φ4-model to all orders and reconfirming the UV/IR-duality of [MVRS00].

A.4 θ-expanded field theories

In their famous paper on type IIA string theory in presence of a Neveu-Schwarz B-field
[SW99], Seiberg and Witten noticed that passing to the zero-slope limit in two different
regularisation schemes (point-splitting and Pauli-Villars) gave rise to a Yang-Mills theory
either on noncommutative or on commutative RD. Since the regularisation scheme cannot
matter, Seiberg and Witten argued that both theories must be gauge-equivalent. More
general, under an infinitesimal transformation of θ, which can be related to deformation
quantisation as in [SW99] or simply to a coordinate rotation [BGG+02], one has to require
that gauge-invariant quantities remain gauge-invariant. This requirement leads to the
Seiberg-Witten differential equation

dAµ
dθρσ

= −1

8

{
Aρ, ∂σAµ + Fσµ

}
?
+

1

8

{
Aσ, ∂ρAµ + Fρµ

}
?
, (A.3)

where {a, b}? = a ? b+ b ? a.
The differential equation (A.3) is usually solved by integrating it from an initial condi-

tion A(0) at θ = 0 in the spirit of deformation quantisation [BFF+78a, BFF+78b]. Then,
A becomes a formal power series in θ and the initial condition A(0). The solution depends
on the path of integration, but the difference between paths is a field redefinition [AK99].
The solution to all orders in θ and lowest order in A(0) was given in [Gar00]. A generating
functional for the complete solution of (A.3) was derived in [JSW01]. The Seiberg-Witten
approach was popularised in [JSSW00] where it was argued that this is the only way to
obtain a finite number of degrees of freedom in non-Abelian noncommutative Yang-Mills
theory.

Inserting the solution of the Seiberg-Witten differential equation (A.3) into the non-
commutative Yang-Mills action

∫
dDxFµνF

µν leads to the so-called θ-expanded field the-
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ories. It must be stressed, however, that unless a complete solution to all orders in θ
and A(0) is known (which is not the case), the θ-expansion of the noncommutative Yang-
Mills action describes a local field theory. As such, θ-expanded field theories loose the
interesting features of the original field theory on the Moyal plane.

The quantum field theoretical treatment of θ-expanded field theories was initiated in
[BGP+02]. We have shown that the one-loop divergences to the θ-expanded Maxwell
action in second order in θ are gauge-invariant, independent of a linear or a non-linear
gauge fixing and independent of the gauge parameter. There is no UV/IR-problem in that
approach. We have shown in [BGG+01] that these one-loop divergences can be removed
by a field redefinition related to the freedom in the Seiberg-Witten map. In fact, the
superficial divergences in the photon self-energy are field redefinitions to all orders in θ
and any loop order [BGG+01]. However, I have shown in [Wul02] that θ-expanded field
theories are not renormalisable concerning more complicated graphs than the self-energy.
On the other hand, I have found in [Wul02] striking evidence for new symmetries in the
θ-expanded action which eliminates several divergences expected from the counting of
allowed divergences modulo field redefinitions. Finally, we have shown in [GW02] that
the use of the θ-expanded ?-product (3.3) without application of the Seiberg-Witten map
leads (up to field redefinitions) to exactly the same result. Thus, the Seiberg-Witten map
is merely an unphysical (but convenient) change of variables [KOS61].

Recently, phenomenological investigations of θ-expanded field theories became pop-
ular [CJS+02, BDD+03]. However, quantitative statements are questionable because in
presence of a new field θµν , many new terms in the action are not only possible but in fact
required by renormalisability [GW02] or the desire to cure the UV/IR-problem [Sla03].
Moreover, deformed spaces are too rigid to be a realistic model [Haw02].

A.5 Noncommutative space-time

I have to stress that all mentioned contributions refer to a Euclidean space and a defin-
ition of the quantum field theory via the partition function (the Euclidean analogue of
the path integral). It was pointed out in [BDFP02] that a simple Wick rotation does not
give a meaningful theory on Minkowskian space-time, first of all because unitarity is lost
[GM00, AGBZ01, CLZ02]. The original proposal [DFR95] of a quantum field theory on
noncommutative space-time stayed withing the Minkowskian framework, but later work
started from Feynman graphs, the admissibility of a Wick rotation taken (erroneously)
for granted. To obtain a consistent Minkowskian quantum field theory, it was proposed
in [BDFP02] to iteratively solve the field equations à la Yang-Feldman [YF50]. See also
[Bah03]. Other possibilities are a functional formalism for the S-matrix [RY03] and time-
ordered perturbation theory [LS02b, LS02c]. See also [BFG+03, DS03]. Unfortunately,
the resulting Feynman rules become so complicated that apart from tadpole-like dia-
grams [BFG+03] it seems impossible to perform perturbative calculations in time-ordered
perturbation theory. Moreover, it seems impossible to preserve Ward identities [ORZ04].

On the other hand, the rôle of time in noncommutative geometry is not completely
clear. Time should be established around the ideas presented in [CR94]. For general ap-
proaches to Minkowskian noncommutative spaces I refer to [Haw97, Str01, KP02]. There
is a recent proposal [PV04] to combine spectral geometry with local covariant quantum
field theory.
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B Matrix formulation of the Moyal plane

B.1 The matrix basis of R2
θ

This section contains supplementary material for the treatment of the Moyal plane in
Section 3.1. My presentation of the harmonic oscillator base of the Moyal plane follows
closely [GBV88], with some notational adaptations. The starting point is the observation
that the Gaußian

f00(x) = 2e
− 1

θ1
(x2

1+x2
2)
, (B.1)

with θ1 ≡ θ12 = −θ21 > 0, is an idempotent,

(f00 ? f00)(x) = 4

∫
d2y

∫
d2k

(2π)2
e
− 1

θ1
(2x2+y2+2x·y+x·θ·k+ 1

4
θ21k

2)+ik·y
= f00(x) . (B.2)

We consider creation and annihilation operators

a =
1√
2
(x1 + ix2) , ā =

1√
2
(x1 − ix2) ,

∂

∂a
=

1√
2
(∂1 − i∂2) ,

∂

∂ā
=

1√
2
(∂1 + i∂2) . (B.3)

For any f ∈ R2
θ we have

(a ? f)(x) = a(x)f(x) +
θ1

2

∂f

∂ā
(x) , (f ? a)(x) = a(x)f(x)− θ1

2

∂f

∂ā
(x) ,

(ā ? f)(x) = ā(x)f(x)− θ1

2

∂f

∂a
(x) , (f ? ā)(x) = ā(x)f(x) +

θ1

2

∂f

∂a
(x) . (B.4)

This implies ā?m ? f00 = 2māmf00, f00 ? a
?n = 2nanf00 and

a ? ā?m ? f00 =

{
mθ1(ā

?(m−1) ? f00) for m ≥ 1
0 for m = 0

f00 ? a
?n ? ā =

{
nθ1(f00 ? a

?(n−1)) for n ≥ 1
0 for n = 0

(B.5)

where a?n = a ? a ? · · · ? a (n factors) and similarly for ā?m. Now, defining

fmn :=
1√

n!m! θm+n
1

ā?m ? f00 ? a
?n (B.6)

=
1√

n!m! θm+n
1

min(m,n)∑

k=0

(−1)k
(
m

k

)(
n

k

)
k! 2m+n−2k θk1 ā

m−k an−kf00 ,

(the second line is proven by induction) it follows from (B.5) and (B.2) that

(fmn ? fkl)(x) = δnkfml(x) . (B.7)
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The multiplication rule (B.7) identifies the ?-product with the ordinary matrix product:

a(x) =
∞∑

m,n=0

amnfmn(x) , b(x) =
∞∑

m,n=0

bmnfmn(x)

⇒ (a ? b)(x) =
∞∑

m,n=0

(ab)mnfmn(x) , (ab)mn =
∞∑

k=0

amkbkn . (B.8)

In order to describe elements of R2
θ, the sequences {amn} must be of rapid decay [GBV88]:

∞∑
m,n=0

amnfmn ∈ R2
θ iff

∞∑
m,n=0

(
(2m+1)2k(2n+1)2k|amn|2

) 1
2 <∞ for all k . (B.9)

Finally, using (B.2), the trace property of the integral and (B.5) we compute
∫
d2x fmn(x) =

1√
m!n! θm+n

1

∫
d2x

(
ā?m ? f00 ? f00 ? a

?n
)
(x) = δmn

∫
d2xf00(x)

= 2πθ1δmn . (B.10)

Using (B.3)–(B.7) as well as (B.10) we can now compute the kinetic matrix Gmn;kl

given in (3.43) on page 32 in the two-dimensional case:

Gmn;kl :=

∫
d2x

2πθ1

((
∂1fmn ? ∂1fkl + ∂2fmn ? ∂2fkl

+
4Ω2

θ2
1

(
(x1fmn) ? (x1fkl) + (x2fmn) ? (x2fkl)

)
+ µ2

0 fmn ? fkl

)

=

∫
d2x

2πθ1

(1+Ω2

θ2
1

fmn ? (a ? ā+ ā ? a) ? fkl +
1+Ω2

θ2
1

fkl ? (a ? ā+ ā ? a) ? fmn

− 2(1−Ω2)

θ2
1

fmn ? a ? fkl ? ā− 2(1−Ω2)

θ2
1

fkl ? a ? fmn ? ā+ µ2
0 fmn ? fkl

)

=
(
µ2

0 +
2(1+Ω2)

θ1

(m+n+1)
)
δnkδml

− 2(1−Ω2)

θ1

√
(n+1)(m+1)δn+1,kδm+1,l − 2(1−Ω2)

θ1

√
nmδn−1,kδm−1,l . (B.11)

The functions fmn with m,n < N provide a cut-off both in position space and mo-
mentum space. Passing to radial coordinates x1 = ρ cosϕ, x2 = ρ sinϕ we can compare
(B.6) with the expansion of Laguerre polynomials [GR00, §8.970.1]:

fmn(ρ, ϕ) = 2(−1)m
√

m!
n!

eiϕ(n−m)
(√

2
θ1
ρ
)n−m

Ln−mm ( 2
θ1
ρ2) e

− ρ2

θ1 . (B.12)

The derivation of (B.12) assumed m ≤ n, but this restriction can actually be relaxed due
to the identity

L−αm+α(z) =
m!

(m+α)!
(−1)αzαLαm(z) . (B.13)
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The function Lαm(z)zα/2e−z/2 is rapidly decreasing beyond the last maximum (zαm)max.
One finds numerically (zαm)max < 2α+ 4m and thus the radial cut-off

ρmax ≈
√

2θ1N for m,n < N . (B.14)

On the other hand, for p1 = −p sinψ, p2 = p cosψ we compute with (B.12), [GR00,
§8.411.1] and [GR00, §7.421.5]

f̃mn(p, ψ) :=

∫ ∞

0

ρ dρ

∫ 2π

0

dϕ eipρ sin(ϕ−ψ)fmn(ρ, ϕ)

= 4π(−1)n
√

m!
n!

eiψ(n−m)

∫ ∞

0

ρdρ
(√

2
θ1
ρ
)n−m

Ln−mm ( 2
θ1
ρ2)Jn−m(ρp) e

− ρ2

θ1

= 2πθ1

√
m!
n!

ei(ψ+π)(n−m)
(√

θ1
2
p
)n−m

Ln−mm ( θ1
2
p2)e−

θ1
4
p2 . (B.15)

We thus have

pmax ≈
√

8N
θ1

for m,n < N . (B.16)

Finally, I solve the eigenvalue problem (3.7). We compute in radial coordinates

(1

2
(x2

1 + x2
2)

)
? f =

{
aā+

θ

2

(
ā
∂

∂ā
− a ∂

∂a

)
− θ2

4

∂2

∂a∂ā

}
f(x1, x2)

=
(ρ2

2
+

iθ

2

∂

∂ϕ
− θ2

8

( ∂2

∂ρ2
+

1

ρ

∂

∂ρ
+

1

ρ2

∂2

∂ϕ2

))
f(ρ, ϕ) . (B.17)

The ansatz f(ρ, ϕ) = eiαϕραe−
ρ2

θ g(ρ) leads to

(1

2
(x2

1 + x2
2)

)
? f = −θ

2

8
eiαϕραe−

ρ2

θ

(
g′′(ρ) +

(2α+1)

ρ
g′(ρ)− 4

θ
ρg′(ρ)− 4

θ
g(ρ)

)
. (B.18)

Now, we put g(ρ) = h(z), with z = 2ρ2

θ
, and obtain

(1

2
(x2

1 + x2
2)

)
? f = −θeiαϕραe−

ρ2

θ

(
zh′′(z) + (α+1−z)h′(z)− 1

2
h(z)

)
. (B.19)

In order to get an eigenvalue problem we have to require zh′′(z) + (α+1−z)h′(z) =
−mh(z), the solution of which is according to [GR00, §8.979] given by Laguerre poly-
nomials:

(1

2
(x2

1 + x2
2)

)
? f (α)

m = θ
(
m+

1

2

)
f (α)
m ,

f (α)
m (ρ, ϕ) = 2(−1)m

√
m!

Γ(m+α+1)
eiαϕ

(2ρ2

θ

)α
2
e−

ρ2

θ Lαm

(2ρ2

θ

)
. (B.20)

The prefactors ensure 1
2πθ

∫∞
0
ρdρ

∫ 2π

0
dϕ |f (α)

m |2 = 1. The eigenvalue problem for right ?-
multiplication by 1

2
(x2

1+x
2
2) is obtained by complex conjugation of (B.20) and replacement
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α 7→ −β:

f (β)
n ?

(1

2
(x2

1 + x2
2)

)
= θ

(
n+

1

2

)
f (β)
n ,

f (β)
n (ρ, ϕ) = 2(−1)n

√
n!

Γ(n−β+1)
eiβϕ

(2ρ2

θ

)−β
2
e−

ρ2

θ L−βn
(2ρ2

θ

)
. (B.21)

Using (B.13) we identify β = n−m and conclude that left and right ?-multiplication by
1
2
(x2

1 + x2
2) have common eigentransitions (B.12) with eigenvalues given by (3.7).

B.2 Diagonalisation of the kinetic matrix via Meixner polyno-
mials

Our goal is to diagonalise the (four-dimensional) kinetic matrix Gm1

m2
n1

n2 ; k1

k2
l1

l2
given in (3.45)

on page 33, making use of the index conservation αr = nr −mr = kr − lr. For αr ≥ 0 we
thus look for a representation

Gm1

m2
m1+α1

m2+α2 ;
l1+α1

l2+α2
l1

l2
=

∑

i1,i2

U
(α1)

m1i1U
(α2)

m2i2

(
2
θ1
vi1 + 2

θ2
vi2 + µ2

0

)
U

(α1)

i1l1 U
(α2)

i2l2 , (B.22)

δml =
∑
i

U
(α)
mi U

(α)
il . (B.23)

The sum over i1, i2 would be an integration for continuous eigenvalues vir . Comparing
this ansatz with (3.45) we obtain, eliminating i in favour of v, the recurrence relation

(1−Ω2)
√
m(α+m)U

(α)
m−1(v) +

(
v − (1+Ω2)(α+1+2m)

)
U (α)
m (v)

+ (1−Ω2)
√

(m+1)(α+m+1)U
(α)
m+1(v) = 0 (B.24)

to determine U
(α)
m (v) and v. We consider the case Ω > 0 and repeat the analysis for Ω = 0

in Appendix B.6. In order to make contact with standard formulae we put

U (α)
m (v) = f (α)(v)

1

τm

√
(α+m)!

m!
V (α)
m (v) , v = νx+ ρ . (B.25)

We obtain after division by f (α)(v)
√

(α+m)!
m!

− ν

τ(1−Ω2)
xV (α)

m (νx+ρ) = mV
(α)
m−1(νx+ρ)−

(1+Ω2)(α+1+2m)− ρ
τ(1−Ω2)

V (α)
m (νx+ρ)

+
1

τ 2
(α+m+1)V

(α)
m+1(νx+ρ) . (B.26)

Now, we put

1+α = β ,
1

τ 2
= c ,

2(1+Ω2)

τ(1−Ω2)
= 1+c ,

(1+Ω2)β − ρ
τ(1−Ω2)

= βc ,
ν

(1−Ω2)τ
= 1−c (B.27)
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and

V (α)
n (νx+ρ) = Mn(x; β, c) , (B.28)

which yields the recursion relation for the Meixner polynomials [KS96]:

(c−1)xMm(x; β, c) = c(m+β)Mm+1(x; β, c)

− (m+ (m+β)c)Mm(x; β, c) +mMm−1(x; β, c) . (B.29)

The solution of (B.27) is

τ =
(1±Ω)2

1−Ω2
≡ 1±Ω

1∓Ω
, c =

(1∓Ω)2

(1±Ω)2
, ν = ±4Ω , ρ = ±2Ω(1+α) . (B.30)

We have to chose the upper sign, because the eigenvalues v are positive. We thus obtain

U (α)
m (vx) = f (α)(x)

√
(α+n)!

n!

(1−Ω

1+Ω

)m
Mm

(
x; 1+α,

(1−Ω)2

(1+Ω)2

)
,

vx = 2Ω(2x+α+1) . (B.31)

The function f (α)(x) is identified by comparison of (B.23) with the orthogonality relation
of Meixner polynomials [KS96],

∞∑
x=0

Γ(β+x)cx

Γ(β)x!
Mm(x; β, c)Mn(x; β, c) =

c−nn!Γ(β)

Γ(β+n)(1−c)β δmn . (B.32)

The result is

U (α)
m (vx) =

√(
α+m

m

)(
α+x

x

)(2
√

Ω

1+Ω

)α+1(1−Ω

1+Ω

)m+x

Mm

(
x; 1+α,

(1−Ω)2

(1+Ω)2

)
. (B.33)

The Meixner polynomials can be represented by hypergeometric functions [KS96],

Mm

(
x; 1+α,

(1−Ω)2

(1+Ω)2

)
= 2F1

(−m,−x
1+α

∣∣∣− 4Ω

(1−Ω)2

)
. (B.34)

This shows that the matrices U
(α)
ml in (B.22) and (B.23) are symmetric in the lower indices.

B.3 Evaluation of the propagator

Now, we return to the computation of the propagator, which is obtained by sandwiching
the inverse eigenvalues ( 2

θ1
vi1 + 2

θ2
vi2 +µ2

0) between the unitary matrices U (α). With (B.31)
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and the use of Schwinger’s trick 1
A

=
∫∞
0
dt e−tA we have for θ1 = θ2 = θ

∆m1

m2
m1+α1

m2+α2 ;
l1+α1

l2+α2
l1

l2

=
θ

8Ω

∫ ∞

0

dt

∞∑

x1,x2=0

e−
t

4Ω
(vx1+vx2+θµ2

0/2)U
(α1)

m1 (vx1)U
(α2)

m2 (vx2)U
(α1)

l1 (vx1)U
(α2)

l2 (vx2)

=
θ

8Ω

∫ ∞

0

dt e−t(1+
µ2
0θ

8Ω
+ 1

2
(α1+α2))

2∏
i=1

{√(
αi+mi

mi

)(
αi+li

li

)( 4Ω

(1+Ω)2

)αi+1(1−Ω

1+Ω

)mi+li

×
∞∑

xi=0

(αi+xi)!

xi!αi!

(e−t(1−Ω)2

(1+Ω)2

)xi

2F1

(−mi,−xi
1+αi

∣∣∣− 4Ω

(1−Ω)2

)
2F1

(−li,−xi
1+αi

∣∣∣− 4Ω

(1−Ω)2

)}
.

(B.35)

We use the following identity for hypergeometric functions,

∞∑
x=0

(α+x)!

x!α!
ax 2F1

(−m,−x
1+α

∣∣∣b
)

2F1

(−l,−x
1+α

∣∣∣b
)

=
(1−(1−b)a)m+l

(1−a)α+m+l+1 2F1

(−m, −l
1+α

∣∣∣ ab2

(1−(1−b)a)2

)
, |a| < 1 . (B.36)

I give in Section B.5 the proof of (B.36), which is crucial for the solution of the free theory.
The identity (B.36) is probably known, but I did not find any reference. We insert the
rhs of (B.36), expanded as a finite sum, into (B.35), where we also put z = e−t:

∆m1

m2
m1+α1

m2+α2 ;
l1+α1

l2+α2
l1

l2

=
θ

8Ω

min(m1,l1)∑

u1=0

min(m2,l2)∑

u2=0

∫ 1

0

dz
z

µ2
0θ

8Ω
+ 1

2
(α1+α2)+u1+u2

(1− z)m1+m2+l1+l2−2u1−2u2

(
1− (1−Ω)2

(1+Ω)2
z
)α1+α2+m1+m2+l1+l2+2

×
2∏
i=1

{( 4Ω

(1+Ω)2

)αi+2ui+1(1−Ω

1+Ω

)mi+li−2ui
√
mi!(αi+mi)!li!(αi+li)!

(mi−ui)!(li−ui)!(αi+ui)!ui!
}
. (B.37)

This formula tells us the important property

0 ≤ ∆m1

m2
m1+α1

m2+α2 ;
l1+α1

l2+α2
l1

l2
≤ ∆m1

m2
m1+α1

m2+α2 ;
l1+α1

l2+α2
l1

l2

∣∣∣
µ2

0=0
, (B.38)

i.e. all matrix elements of the propagator are positive and majorised by the massless matrix
elements. The representation (B.37) seems to be the most convenient one for analytical
estimations of the propagator. The strategy37 would be to divide the integration domain
into slices and to maximise the individual z-dependent terms of the integrand over the
slice, followed by resummation. However, this procedure is not so easy, and so far I cannot
offer the result.

37I am grateful to Vincent Rivasseau for this idea, which is inspired by techniques used in constructive
renormalisation [Riv91].
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The z-integration in (B.37) leads according to [GR00, §9.111] again to a hypergeomet-
ric function:

∆m1

m2
m1+α1

m2+α2 ;
l1+α1

l2+α2
l1

l2

=
θ

8Ω

min(m1,l1)∑

u1=0

min(m2,l2)∑

u2=0

Γ
(
1+

µ2
0θ

8Ω
+1

2
(α1+α2)+u1+u2

)
(m1+m2+l1+l2−2u1−2u2)!

Γ
(
2+

µ2
0θ

8Ω
+1

2
(α1+α2)+m1+m2+l1+l2−u1−u2

)

× 2F1

(
1+

µ2
0θ

8Ω
+1

2
(α1+α2)+u1+u2 , 2+m1+m2+l1+l2+α1+α2

2+
µ2

0θ

8Ω
+1

2
(α1+α2)+m1+m2+l1+l2−u1−u2

∣∣∣∣
(1−Ω)2

(1+Ω)2

)

×
2∏
i=1

{( 4Ω

(1+Ω)2

)αi+2ui+1(1−Ω

1+Ω

)mi+li−2ui
√
mi!(αi+mi)!li!(αi+li)!

(mi−ui)!(li−ui)!(αi+ui)!ui!
}

=
θ

2(1+Ω)2

min(m1,l1)∑

u1=0

min(m2,l2)∑

u2=0

2∏
i=1

√(
αi+mi

αi+ui

)(
αi+li

αi+ui

)(
mi

ui

)(
li

ui

) (1−Ω

1+Ω

)mi+li−2ui

×B(
1+

µ2
0θ

8Ω
+1

2
(α1+α2)+u1+u2, 1+m1+m2+l1+l2−2u1−2u2

)

× 2F1

(
1+m1+m2+l1+l2−2u1−2u2 ,

µ2
0θ

8Ω
−1

2
(α1+α2)−u1−u2

2+
µ2

0θ

8Ω
+1

2
(α1+α2)+m1+m2+l1+l2−u1−u2

∣∣∣∣
(1−Ω)2

(1+Ω)2

)
. (B.39)

I have used [GR00, §9.131.1] to obtain the last line. The form (B.39) will be useful for
the evaluation of special cases and of the asymptotic behaviour. In the main part, for
presentational purposes, αi is eliminated in favour of ki, ni and the summation variable
vi := mi + li − 2ui is used. The final result is given in (3.49) on page 33.

For µ0 = 0 the sum over ui can be evaluated exactly in a few cases. First, for li = 0
we also have ui = 0. If additionally αi = 0 we get

∆m1

m2
m1

m2 ; 0
0

0
0

∣∣∣
µ0=0

=
θ

2(1+Ω)2(1+m1+m2)

(1−Ω

1+Ω

)m1+m2

. (B.40)

One should notice here the exponential decay for Ω > 0. It can be seen numerically
that this is a general feature of the propagator: Given mi and αi, the maximum of the
propagator is attained at li = mi. Moreover, the decay with |li −mi| is exponentially so
that the sum ∑

l1,l2

∆m1

m2
m1+α1

m2+α2 ;
l1+α1

l2+α2
l1

l2
(B.41)

converges. I confirm this argumentation numerically in (F.3).
It turns out numerically that the maximum of the propagator for indices restricted

by C ≤ max(m1,m2, n1, n2, k1, k2, l1, l2) ≤ 2C is found in the subclass ∆m1

0
n1

0
;n1

0
m1

0

of

propagators. Coincidently, the computation in case of m2 = l2 = α2 = 0 simplifies
considerably. If additionally m1 = n1 we obtain a closed result:

∆m
0

m
0

;m
0

m
0

=
θ

2(1+Ω)2

m∑
u=0

(m!)2(2u)!

(m−u)!(u!)2(1+m+u)!
2F1

(
1+2u , u−m

2+m+u

∣∣∣∣
(1−Ω)2

(1+Ω)2

)(
1−Ω

1+Ω

)2u

=
θ

2(1+Ω)2

m∑
u=0

m−u∑
s=0

(−1)s
(m!)2(2u+s)!

(m−u−s)!(u!)2(1+m+u+s)!s!

(
(1−Ω)2

(1+Ω)2

)u+s
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=
θ

2(1+Ω)2

m∑
u=0

m∑
r=u

(−1)u+r
(m!)2(r+u)!

(m−r)!(u!)2(1+m+r)!(r−u)!
(

(1−Ω)2

(1+Ω)2

)r

=
θ

2(1+Ω)2

m∑
r=0

(−1)r
(m!)2

(m−r)!(1+m+r)!
2F1

(r+1 , −r
1

∣∣∣1
)(

(1−Ω)2

(1+Ω)2

)r

=
θ

2(1+Ω)2

m∑
r=0

(m!)2

(m−r)!(1+m+r)!

(
(1−Ω)2

(1+Ω)2

)r

=
θ

2(1+Ω)2(m+1)
2F1

(1 , −m
m+2

∣∣∣− (1−Ω)2

(1+Ω)2

)

∼





θ

8Ω(m+1)
for Ω > 0 , mÀ 1 ,

√
πθ

4
√
m+3

4

for Ω = 0 , mÀ 1 .
(B.42)

We see a crucial difference in the asymptotic behaviour for Ω > 0 versus Ω = 0. The slow
decay with m− 1

2 of the propagator is responsible for the non-renormalisability of the φ4-
model in case of Ω = 0. The numerical result (F.2) on page 145 shows that the maximum
of the propagator for indices restricted by C ≤ max(m1,m2, n1, n2, k1, k2, l1, l2) ≤ 2C is
very close to the result (B.42), for m = C. For Ω = 0 the maximum is exactly given by
the 6th line of (B.42).

B.4 Asymptotic behaviour of the propagator for large αi

I consider various limiting cases of the propagator, making use of the asymptotic expansion
(Stirling’s formula) of the Γ-function,

Γ(n+1) ∼
(n

e

)n√
2π(n+ 1

6
) +O(n−2) . (B.43)

This implies

Γ(n+1+a)

Γ(n+1+b)
∼ na−b

(
1 +

(a−b)(a+b+1)

2n
+O(n−2)

)
. (B.44)

I rewrite the propagator (B.39) in a manner where the large-αi behaviour is easier to
discuss:

∆m1

m2
m1+α1

m2+α2 ;
l1+α1

l2+α2
l1

l2

=

min(m1,l1)∑

u1=0

min(m2,l2)∑

u2=0

θ

2(1+Ω)2(1+
µ2

0θ

8Ω
+1

2
(α1+α2)+m1+m2+l1+l2−u1−u2)

× (m1+m2+l1+l2−2u1−2u2)!
√
m1!l1!m2!l2!

(m1−u1)!(l1−u1)!u1!(m2−u2)!(l2−u2)!u2!

(1−Ω

1+Ω

)m1+m2+l1+l2−2u1−2u2
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×
{

Γ
(
1+

µ2
0θ

8Ω
+1

2
(α1+α2)+u1+u2

)

Γ
(
1+

µ2
0θ

8Ω
+1

2
(α1+α2)+m1+m2+l1+l2−u1−u2

)

×
√

(α1+m1)!(α1+l1)!

(α1+u1)!(α1+u1)!

√
(α2+m2)!(α2+l2)!

(α2+u2)!(α2+u2)!

}

× 2F1

(
1+m1+m2+l1+l2−2u1−2u2 ,

µ2
0θ

8Ω
−1

2
(α1+α2)−u1−u2

2+
µ2

0θ

8Ω
+1

2
(α1+α2)+m1+m2+l1+l2−u1−u2

∣∣∣∣
(1−Ω)2

(1+Ω)2

)
. (B.45)

We assume 1
2
(α1 + α2) ≥ max(

µ2
0θ

8Ω
,m, l). The term in braces { } in (B.45) behaves like

{
. . .

} ∼ (
1
2
(α1+α2)

)2u1+2u2−m1−m2−l2−l2
(α1)

1
2
(m1+l1−2u1)(α2)

1
2
(m2+l2−2u1)

×
(
1 +

(2u1+2u2−m1−m2−l2−l2)(m1+m2+l1+l2+
µ2

0θ

4Ω
+1)

(α1 + α2)
+O(

(α1+α2)−2
))

×
(
1 +

(m1−u1)(m1+u1+1)

4α1
+

(l1−u1)(l1+u1+1)

4α1
+O(

(α1)−2
))

×
(
1 +

(m2−u2)(m2+u2+1)

4α2
+

(l2−u2)(l2+u2+1)

4α1
+O(

(α2)−2
))

. (B.46)

We look for the maximum of the propagator under the condition C ≤ max(α1, α2) ≤ 2C.
Defining si = mi + li − 2ui, the dominating term in (B.46) is

(α1)
s1

2 (α2)
s2

2

(
1
2
(α1+α2)

)s1+s2

∣∣∣∣
C≤max(α1,α2)≤2C

≤
max

( ( s1

s1+2s2
)

s1

2

( s
1+s2

s1+2s2
)s1+s2

,
( s2

s2+2s1
)

s2

2

( s
1+s2

s2+2s1
)s1+s2

)

C s1+s2

2

. (B.47)

The maximum is attained at (α1, α2) = ( s1C
s1+2s2

, C) for s1 ≤ s2 and at (α1, α2) = (C, s2C
s2+2s1

)
for s1 ≥ s2. Thus, the leading contribution to the propagator will come from the summa-
tion index ui = min(mi, li).

Next, I evaluate the leading contribution of the hypergeometric function:

2F1

(1+m1+m2+l1+l2−2u1−2u2 ,
µ2

0θ

8Ω
−1

2
(α1+α2)−u1−u2

2+
µ2

0θ

8Ω
+1

2
(α1+α2)+m1+m2+l1+l2−u1−u2

∣∣∣(1−Ω)2

(1+Ω)2

)

∼
∞∑

k=0

(m1+m2+l1+l2−2u1−2u2+k)!

(m1+m2+l1+l2−2u1−2u2)!

(− (1−Ω)2

(1+Ω)2

)k

k!

(
1 +

k(2u1+2u2−µ2
0θ

4Ω
+1−k)

α1+α2

− k(3+2m1+2m2+2l1+2l2−2u1−2u2+
µ2

0θ

4Ω
+k)

α1+α2
+O(

(α1+α2)−2
))

=
∞∑

k=0

(s+k)!

s!

(
1− 2k(1+s+

µ2
0θ

4Ω
+k)

α1+α2

)(− (1−Ω)2

(1+Ω)2

)k

k!

∣∣∣
s=(m1+m2+l1+l2−2u1−2u2)

=
( (1+Ω)2

2(1+Ω2)

)1+s
(

1 +

(1−Ω)2

1+Ω2 (1+s)

(α1+α2)

(
1+

µ2
0θ

4Ω
+ s

2
+(s+2) Ω

(1+Ω2)

))∣∣∣
s=(m1+m2+l1+l2−2u1−2u2)

+O(
(α1+α2)−2

)
. (B.48)
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Assuming s1 ≤ s2, we obtain from (B.43), (B.47) and (B.48) the following leading
contribution to the propagator (B.45)

∆m1

m2
m1+α1

m2+α2 ;
l1+α1

l2+α2
l1

l2

∣∣∣∣
max(m1,m2,l1,l2)¿C≤max(α1,α2)≤2C

=
θ
(
max(m1, l1)

) s1

2
(
max(m2, l2)

) s2

2

(1+Ω)2C1+ s1+s2

2

(1−Ω

1+Ω

)s1+s2( (1+Ω)2

2(1+Ω2)

)1+s1+s2

× (s1+s2)s
1+s2

√
2π(s1+s2)

(s1)s1(s2)s22π
√
s1s2

( s1

s1+2s2
)

s1

2

( s
1+s2

s1+2s2
)1+s1+s2

(
1 +O(C−1)

)∣∣∣∣
si:=|mi−li|

. (B.49)

The denominator comes from
√

m!
l!
≤ m

m−l
2 for m ≥ l. The estimation (B.49) is the

explanation of (5.22) on page 57.

Let us now look at propagators with mi = li and mi ¿ C ≤ max(α1, α2) ≤ 2C:

∆m1

m2
m1+α1

m2+α2 ;
m1+α1

m2+α2
m1

m2

=
θ

2(1+Ω)2
(
1+

µ2
0θ

8Ω
+1

2
(α1+α2)+m1+m2

)
(

(1+Ω)2

2(1+Ω2)
+

(
1−Ω2

1+Ω2

)2

2(α1+α2)

(
1+

µ2
0θ

4Ω
+ 2Ω

(1+Ω2)

))

+
θ

2(1+Ω)2
(
1+

µ2
0θ

8Ω
+1

2
(α1+α2)+m1+m2+1

)
(1−Ω2

1+Ω2

)2 (1+Ω)2

1+Ω2

m1α1 +m2α2

(α1+α2)2

+O(
(α1+α2)−3

)
. (B.50)

This means

∆m1
m2

m1+α1
m2+α2

;m1+α1
m2+α2

m1
m2

−∆ 0
0

m1+α1
m2+α2

;
m1+α1
m2+α2

0
0

= −(m1+m2)
θ

8(1+Ω2)
(
1+

µ2
0θ

8Ω
+1

2
(α1+α2+m1+m2)

)2

+
θ

2(1+Ω2)
(
1+

µ2
0θ

8Ω
+1

2
(α1+α2+m1+m2)

)
(1−Ω2

1+Ω2

)2 m1(α1+m1) +m2(α2+m2)

(α1+α2+m1+m2)2

+O
( 1

(α1+α2+m1+m2)

(m1+m2)2

(α1+α2+m1+m2)2

)

= m1

(
∆ 1

0
m1+α1
m2+α2

;m1+α1
m2+α2

1
0
−∆ 0

0
m1+α1
m2+α2

;m1+α1
m2+α2

0
0

)
+m2

(
∆ 0

1
m1+α1
m2+α2

;m1+α1
m2+α2

0
1
−∆ 0

0
m1+α1
m2+α2

;m1+α1
m2+α2

0
0

)

+O
( 1

(α1+α2+m1+m2)

(m1+m2)2

(α1+α2+m1+m2)2

)
. (B.51)

The second and third line of (B.51) explains the estimation (5.26) on page 58. Clearly, the

next term in the expansion is of the order (m1+m2)2

(α1+α2+m1+m2)3
, which explains the estimation

(5.27).
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For m1 = l1 + 1 and m2 = l2 we have

∆ l1+1
l2

l1+1+α1
l2+α2

; l1+α1
l2+α2

l1
l2

=
θ

2(1+Ω)2
(µ2

0θ

8Ω
+1

2
(α1+α2)+l1+l2+2

) 1−Ω2

1+Ω2

√
(l1+1)(l1+α1+1)

α1+α2

(
1 +O(

(α1+α2)
−1

)
.

(B.52)

This yields

∆ l1+1
l2

l1+1+α1
l2+α2

; l1+α1
l2+α2

l1
l2

−
√
l1+1∆ 1

0
l1+1+α1

l2+α2
; l1+α1
l2+α2

0
0

= O
(

1

(α1+α2+l1+l2)

√
l1+1

α1+α2+l1+l2
(l1+1)

(α1+α2+l1+l2)

)
, (B.53)

which explains the estimation (5.28). Similarly, we have

∆ 1
1

1+α1
1+α2

; α1
1+α2

0
1
−∆ 1

0
1+α1
1+α2

; α1
1+α2

0
0

= O
(

θ
√
α1+1

(α1+α2+1)3

)
, (B.54)

which shows that the norm of (E.7) on page 140 is of the same order as (5.28).

B.5 An identity for hypergeometric functions

For terminating hypergeometric series (m, l ∈ N) I compute the sum in the last line of
(B.35):

∞∑
x=0

(α+x)!

x!α!
ax2F1

(−m,−x
1+α

∣∣∣b
)

2F1

(−l,−x
1+α

∣∣∣b
)

=
∞∑
x=0

min(x,m)∑
r=0

min(x,l)∑
s=0

(α+x)!

x!α!
ax

m!x!α!

(m−r)!(x−r)!(α+r)!r!
br

l!x!α!

(m−s)!(x−s)!(α+s)!s!
bs

=
m∑
r=0

l∑
s=0

∞∑

x=max(r,s)

(α+x)!x!α!m!l!ax
br+s

(m−r)!(x−r)!(α+r)!r!(l−s)!(x−s)!(α+s)!s!

=
m∑
r=0

l∑
s=0

α!m!l!

(m−r)!(α+r)!r!(m−s)!(α+s)!s!
amax(r,s)br+s

×
∞∑
y=0

(α+y+ max(r, s))!(y+ max(r, s))!

(y+|r−s|)!y! ay

=
m∑
r=0

l∑
s=0

α!m!l!

(m−r)!(α+r)!r!(l−s)!(α+s)!s!
amax(r,s)br+s

× (α+ max(r, s))!(max(r, s))!

(|r−s|)! 2F1

(α+ max(r, s)+1 , max(r, s)+1

|r−s|+1

∣∣∣a
)
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=∗
m∑
r=0

l∑
s=0

α!m!l!

(m−r)!(α+r)!r!(l−s)!(α+s)!s!

amax(r,s) br+s

(1− a)α+r+s+1

× (α+ max(r, s))!(max(r, s))!

(|r−s|)! 2F1

(−min(α+r, α+s) , −min(r, s)

|r−s|+1

∣∣∣a
)

=
m∑
r=0

l∑
s=0

α!m!l!

(m−r)!(α+r)!r!(l−s)!(α+s)!s!

amax(r,s) br+s

(1− a)α+r+s+1

×
min(r,s)∑

u′=0

(α+ max(r, s))!(max(r, s))!(α+ min(r, s))!(min(r, s))!

(|r−s|+u′)!(min(r, s)−u′)!(α+ min(r, s)−u′)!u′! au
′

=
m∑
r=0

l∑
s=0

min(r,s)∑
u=0

α!m!l!

(m−r)!(r−u)!(l−s)!(s−u)!(α+u)!u!

ar+s−u br+s

(1− a)α+r+s+1

=

min(m,l)∑
u=0

m∑
r=u

l∑
s=u

α!m!l!

(m−r)!(r−u)!(l−s)!(s−u)!(α+u)!u!

ar+s−u br+s

(1− a)α+r+s+1

=

min(m,l)∑
u=0

α!m!l!

(m−u)!(l−u)!(α+u)!u!

( ab

1−a
)2u(

1 +
ab

1−a
)m+l−2u 1

au(1−a)α+1

=
(1−a+ab)m+l

(1−a)m+l+α+1 2F1

(−m, −l
α+1

∣∣∣ ab2

(1−a+ab)2

)
. (B.55)

In the step denoted by =∗ I have used [GR00, §9.131.1]. All other transformations should
be self-explaining.

B.6 The propagator for Ω = 0

I repeat the calculation of Appendix B.2 for Ω = 0. The starting point is (B.22) and
(B.23), where the continuous spectrum of the Laplace operator indicates that the sum
over ir is in fact an integration. Instead of (B.25) we make the ansatz

U (α)
m (v) = f (α)(v)

√
m!

(α+m)!
Lαm(v) , (B.56)

so that (B.24) reads after division by f (α)(v)
√

m!
(α+m)!

(α+m)Lαm−1(v) +
(
v − (α+1+2m)

)
Lαm(v) + (m+1)Lαm+1(v) = 0 . (B.57)

This is indeed the recursion relation [GR00, §9.971.6] of Laguerre polynomials Lαm(v).
The orthogonality relation for Laguerre polynomials [GR00, §8.904] implies

f (α)(v) = v
α
2 e−

v
2 (B.58)

and an integration over the spectrum from 0 to ∞. We thus obtain for the propagator

∆
(Ω=0)
m1

m2
m1+α1

m2+α2 ;
l1+α1

l2+α2
l1

l2

=

√
m1!l1!

(m1+α1)!(l1+α1)!

m2!l2!

(m2+α2)!(l2+α2)!

×
∫ ∞

0

dy1dy2 e−y1−y2yα
1

1 yα
2

2

Lα
1

m1(y1)L
α1

l1 (y1)L
α2

m2(y2)L
α2

l2 (y2)
2
θ
y1 + 2

θ
y1 + µ2

0

. (B.59)
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We introduce a Schwinger parameter and perform the yi-integrations using [GR00,
§7.414.4]:

∆
(Ω=0)
m1

m2
m1+α1

m2+α2 ;
l1+α1

l2+α2
l1

l2

=
θ

2

∫ ∞

0

dt e−
µ2
0θ

2
t

2∏
i=1

∫ ∞

0

dyi

√
mi!li!

(mi+αi)!(li+αi)!
e−yi(1+t)yα

i

i L
αi

mi(yi)L
αi

li (yi)

=
θ

2

∫ ∞

0

dt e−
µ2
0θ

2
t

2∏
i=1

(mi+li+αi)!√
mi!li!(mi+αi)!(li+αi)!

tm
i+li

(1+t)mi+li+αi+1 2F1

( −mi, −li
−mi−li−αi

∣∣∣∣1−
1

t2

)
.

(B.60)

The argument of the hypergeometric function in (B.60) is inconvenient. Expanding it as
a finite sum and the argument as a polynomial in t−2 it is straightforward to derive for
non-negative integers m, l the identity

2F1

( −m, −l
−m−l−α

∣∣∣∣1−
1

t2

)
=

Γ(m+α+1)Γ(l+α+1)

Γ(α+1)Γ(m+l+α+1)
2F1

(−m, −l
α+1

∣∣∣∣
1

t2

)

≡ Γ(m+α+1)Γ(l+α+1)

Γ(m+l+α+1)

min(m,l)∑
u=0

m!l! t−2u

u!(m−u)!(l−u)!Γ(α+u+1)
.

(B.61)

We insert (B.61) into (B.60) and express the result in terms of the confluent hypergeo-
metric function Ψ(α, γ, z) = 1

Γ(α)

∫∞
0
dt e−zttα−1(1+t)γ−α−1, see [GR00, §9.211.4]:

∆
(Ω=0)
m1

m2
m1+α1

m2+α2 ;
l1+α1

l2+α2
l1

l2

=
θ

2

min(m1,l1)∑

u1=0

min(m2,l2)∑

u2=0

(m1+m2+l1+l2−2u1−2u2)!

( 2∏
i=1

√
mi!li!(mi+αi)!(li+αi)!

(mi−ui)!(li−ui)!(αi+ui)!ui!
)

×Ψ

(
m1+m2+l1+l2−2u1−2u2+1,−α1−α2−2u1−2u2,

µ2
0θ

2

)
. (B.62)

Now, we reinsert ni = mi+αi, ki = li+αi, put ui = 1
2
(mi + li) − vi and restore the

symmetry in m↔ n, l↔ k:

∆
(Ω=0)
m1

m2
n1

n2 ; k1

k2
l1

l2

=
θ

2
δm1+k1,n1+l1δm2+k2,n2+l2

×
min(m1+l1,n1+k1)

2∑

v1=
|m1−l1|

2

min(m2+l2,n2+k2)
2∑

v2=
|m2−l2|

2

(
2∏
i=1

√(
ni

vi+ni−ki

2

)(
ki

vi+ki−ni

2

)(
mi

vi+mi−li
2

)(
li

vi+ li−mi

2

) )

× (2v1+2v2)! Ψ

(
2v1+2v2+1, 2v1+2v2−m1−m2−k1−k2,

µ2
0θ

2

)
. (B.63)
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Putting first µ0 = 0 and then Ω = 0 in (3.49) and using [GR00, §9.122.1] we obtain after
comparison with (B.63) the remarkable commutativity of the limits

lim
µ0→0

∆
(Ω=0)
m1

m2
n1

n2 ; k1

k2
l1

l2

≡ lim
Ω→0

(
lim
µ0→0

∆m1

m2
n1

n2 ; k1

k2
l1

l2

)

=
θ

2
δm1+k1,n1+l1δm2+k2,n2+l2

×
min(m1+l1,n1+k1)

2∑

v1=
|m1−l1|

2

min(m2+l2,n2+k2)
2∑

v2=
|m2−l2|

2

B
(
2v1+2v2+1,m1+m2+k1+k2−2v1−2v2+1

)

×
2∏
i=1

√(
ni

vi+ni−ki

2

)(
ki

vi+ki−ni

2

)(
mi

vi+mi−li
2

)(
li

vi+ li−mi

2

)
. (B.64)



113

C Towards the derivation of the Polchinski equation

I provide here an auxiliary calculation used in Section 4.1. In order to derive the Polchinski
equation we first differentiate the action S[φ, J,Λ] given in (4.8) on page 36 with respect
to φ, abbreviating Kmn(Λ) := K[m,Λ]K[n,Λ]:

∂ exp(−S[φ, J,Λ])

∂φmn

= −VD
( ∑

r,s

K−1
mn(Λ)Gmn;rsK

−1
rs (Λ)φrs +

∑
r,s

Fmn;rs[Λ]Jrs +
∂L[φ,Λ]

∂φmn

)
exp(−S[φ, J,Λ]) .

(C.1)

We have used the symmetry Gmn;kl = Gkl;mn which is obvious from the definition of G.
For the same reason the propagator (4.4) is symmetric as well, ∆nm;lk = ∆lk;nm. In the
first step we change the relative sign between Gmn;rs and ∂L

∂φmn
in (C.1) and contract the

result with ∆lk;nmKmn(Λ). Recalling the definition of the propagator (4.4) we obtain
(
2VDK−1

kl (Λ)φkl + 2VD
∑
m,n,r,s

∆lk;nmKmn(Λ)Fmn;rs[Λ]Jrs

+
∑
m,n

∆lk;nmKmn(Λ)
∂

∂φmn

)
exp(−S[φ, J,Λ])

= VD
(
K−1
kl (Λ)φkl +

∑
m,n,r,s

∆lk;nmKmn(Λ)Fmn;rs[Λ]Jrs −
∑
m,n

∆lk;nmKmn(Λ)
∂L[φ,Λ]

∂φmn

)

× exp(−S[φ, J,Λ]) . (C.2)

A second identity is obtained by contracting the rewritten equation (C.1) instead with
∆lk;nm

∂
∂Λ
Kmn(Λ):

(
2VD

∑
m,n,r,s

(
∆lk;nmK

−1
mn(Λ)

∂Kmn(Λ)

∂Λ
Gmn;rsK

−1
rs (Λ)φrs + ∆lk;nm

∂Kmn(Λ)

∂Λ
Fmn;rs[Λ]Jrs

)

+
∑
m,n

∆lk;nm
∂Kmn(Λ)

∂Λ

∂

∂φmn

)
exp(−S[φ, J,Λ])

= VD
( ∑
m,n,r,s

∆lk;nmK
−1
mn(Λ)

∂Kmn(Λ)

∂Λ
Gmn;rsK

−1
rs (Λ)φrs

+
∑
m,n,r,s

∆lk;nm
∂Kmn(Λ)

∂Λ
Fmn;rs[Λ]Jrs −

∑
m,n

∆lk;nm
∂Kmn(Λ)

∂Λ

∂L[φ,Λ]

∂φmn

)

× exp(−S[φ, J,Λ]) . (C.3)

Next, we differentiate (C.2) with respect to φkl, multiply it by ∂Kkl(Λ)
∂Λ

, and sum over k, l:

∑

k,l

∂Kkl(Λ)

∂Λ

∂

∂φkl

((
2VDK−1

kl (Λ)φkl + 2VD
∑
m,n,r,s

∆lk;nmKmn(Λ)Fmn;rs[Λ]Jrs

+
∑
m,n

∆lk;nmKmn(Λ)
∂

∂φmn

)
exp(−S[φ, J,Λ])

)
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= VD
( ∑

k,l

∂Kkl(Λ)

∂Λ
K−1
kl (Λ)−

∑

m,n,k,l

∂Kkl(Λ)

∂Λ
∆lk;nmKmn(Λ)

∂2L[φ,Λ]

∂φkl ∂φmn

− VD
∑

k,l

( ∑
t,u

φtuK
−1
tu (Λ)Gtu;klK

−1
kl (Λ) +

∑
t,u

JtuF
T
tu;kl[Λ] +

∂L[φ,Λ]

∂φkl

)∂Kkl(Λ)

∂Λ

×
(
K−1
kl (Λ)φkl +

∑
m,n,r,s

∆lk;nmKmn(Λ)Fmn;rs[Λ]Jrs −
∑
m,n

∆lk;nmKmn(Λ)
∂L[φ,Λ]

∂φmn

))

× exp(−S[φ, J,Λ])

= (VD)2

( ∑

k,l,t,u

φtuK
−1
tu (Λ)Gtu;kl

∂K−1
kl (Λ)

∂Λ
φkl +

1

VD
∑

k,l

∂Kkl(Λ)

∂Λ
K−1
kl (Λ)

+
∑

k,l,m,n

∂Kkl(Λ)

∂Λ
∆lk;nmKmn(Λ)

(∂L[φ,Λ]

∂φkl

∂L[φ,Λ]

∂φmn
− 1

VD
∂2L[φ,Λ]

∂φkl ∂φmn

)

−
∑

k,l,m,n,r,s,t,u

JtuF
T
tu;kl[Λ]

∂Kkl(Λ)

∂Λ
∆lk;nmKmn(Λ)Fmn;rs[Λ]Jrs

−
∑

k,l,m,n,r,s

(∑
t,u

φtuK
−1
tu (Λ)Gtu;klK

−1
kl (Λ) +

∂L[φ,Λ]

∂φkl

)∂Kkl(Λ)

∂Λ
∆lk;nmKmn(Λ)Fmn;rs[Λ]Jrs

−
∑

k,l,t,u

(
φklK

−1
kl (Λ)−

∑
m,n

∂L[φ,Λ]

∂φmn
Kmn(Λ)∆nm;lk

)∂Kkl(Λ)

∂Λ
Fkl;tu[Λ]Jtu

+
( ∑

k,l,m,n,t,u

φtuK
−1
tu Gtu;klK

−1
kl (Λ)

∂Kkl(Λ)

∂Λ
∆lk;nmKmn(Λ)

∂L[φ,Λ]

∂φmn

−
∑

k,l

φklK
−1
kl (Λ)

∂Kkl(Λ)

∂Λ

∂L[φ,Λ]

∂φkl

))
exp(−S[φ, J,Λ]) . (C.4)

On the other hand, differentiating (C.3) with respect to φkl, multiplying by Kkl(Λ) and
summing over k, l we obtain

∑

k,l

Kkl(Λ)
∂

∂φkl

((
2VD

∑
m,n,r,s

∆lk;nmK
−1
mn(Λ)

∂Kmn(Λ)

∂Λ
Gmn;rsK

−1
rs (Λ)φrs

+ 2VD
∑
m,n,r,s

∆lk;nm
∂Kmn(Λ)

∂Λ
Fmn;rs[Λ]Jrs +

∑
m,n

∆lk;nm
∂Kmn(Λ)

∂Λ

∂

∂φmn

)

× exp(−S[φ, J,Λ])

)

= VD
( ∑

m,n

K−1
mn(Λ)

∂Kmn(Λ)

∂Λ
−

∑

k,l,m,n

Kkl(Λ)∆lk;nm
∂Kmn(Λ)

∂Λ

∂2L[φ,Λ]

∂φkl ∂φmn

− VD
∑

k,l

( ∑
t,u

φtuK
−1
tu (Λ)Gtu;klK

−1
kl (Λ) +

∑
t,u

JtuF
T
tu;kl[Λ] +

∂L[φ,Λ]

∂φkl

)
Kkl(Λ)

×
( ∑
m,n,r,s

∆lk;nmK
−1
mn(Λ)

∂Kmn(Λ)

∂Λ
Gmn;rsK

−1
rs (Λ)φrs +

∑
m,n,r,s

∆lk;nm
∂Kmn(Λ)

∂Λ
Fmn;rs[Λ]Jrs

−
∑
m,n

∆lk;nm
∂Kmn(Λ)

∂Λ

∂L[φ,Λ]

∂φmn

))
exp(−S[φ, J,Λ])



115

= (VD)2

( ∑
m,n,r,s

φmn
∂K−1

mn(Λ)

∂Λ
Gmn;rsK

−1
rs (Λ)φrs +

1

VD
∑
p,q

∂Kmn(Λ)

∂Λ
K−1
mn(Λ)

+
∑

k,l,m,n

Kkl(Λ)∆lk;nm
∂Kmn(Λ)

∂Λ

(∂L[φ,Λ]

∂φkl

∂L[φ,Λ]

∂φmn
− 1

VD
∂2L[φ,Λ]

∂φkl ∂φmn

)

−
∑

k,l,m,n,r,s,t,u

JtuF
T
tu;kl[Λ]Kkl(Λ)∆lk;nm

∂Kmn(Λ)

∂Λ
Fnm;rs[Λ]Jrs

−
∑

k,l,m,n,t,u

( ∑
r,s

φrsK
−1
rs (Λ)Grs;mnK

−1
mn(Λ)− ∂L[φ,Λ]

∂φmn

)∂Kmn(Λ)

∂Λ
∆nm;lkKkl(Λ)Fkl;tu[Λ]Jtu

−
∑
m,n,r,s

(
φmnK

−1
mn(Λ) +

∑

k,l

∂L[φ,Λ]

∂φkl
Kkl(Λ)∆lk;nm

)∂Kmn(Λ)

∂Λ
Fmn;rs[Λ]Jrs

−
( ∑

k,l,m,n,r,s

φrsK
−1
rs Grs;mnK

−1
mn(Λ)

∂Kmn(Λ)

∂Λ
∆nm;lkKkl

∂L[φ,Λ]

∂φkl

−
∑
m,n

φmnK
−1
mn(Λ)

∂Kmn(Λ)

∂Λ

∂L[φ,Λ]

∂φmn

))
exp(−S[φ, J,Λ]) . (C.5)

Recalling the definitions (4.9) of GK
mn;kl(Λ) on page 36 and (4.10) of ∆K

nm;lk(Λ) we can
write down the sum of (C.4) and (C.5), divided by 2VD, in the form

1

2VD
∑

k,l,m,n

∂

∂φkl

∂∆K
lk;nm(Λ)

∂Λ

×
((

2VD
∑
r,s

(
GK
mn;rsφrs + Fmn;rsJrs

)
+

∂

∂φmn

)
exp(−S[φ, J,Λ])

)

= VD
( ∑

k,l,m,n

1

2
φmn

∂GK
mn;kl(Λ)

∂Λ
φkl −

∑

k,l,m,n,r,s,t,u

1

2
JtuF

T
tu;kl[Λ]

∂∆K
lk;nm(Λ)

∂Λ
Fmn;rs[Λ]Jvw

+
∑

k,l,m,n

1

2

∂∆K
lk;nm(Λ)

∂Λ

(∂L[φ,Λ]

∂φkl

∂L[φ,Λ]

∂φmn
− 1

VD
∂2L[φ,Λ]

∂φkl ∂φmn

)

−
∑

k,l,m,n,r,s,t,u

φrsG
K
rs;kl

∂∆K
lk;nm(Λ)

∂Λ
Fmn;tu[Λ]Jtu +

1

VD
∑
m,n

∂

∂Λ

(
lnKmn(Λ)

))

× exp(−S[φ, J,Λ]) . (C.6)

Now, we apply to (C.6) the path integral operator
∫ D[φ] =

∫∞
−∞

∏
a,b dφab. This yields

zero for the lhs of (C.6), because for every k, l we have a suitable integral over φkl which
annihilates the derivative with respect to φkl. The result is the identity (4.13) in the main
part, which was to show.
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D Proof of the power-counting theorem

I provide here the proof of Theorem 10 on page 48, which is quite long and technical. The
proof amounts to study all possible connections of two external legs of either different
graphs or the same graph. It will be essential how the legs to connect are situated with
respect to the remaining part of the graph. There are the following arrangements of the
external legs at the distinguished vertex one or two of which we are going to connect:
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(D.1)

A big oval stands for other parts of the graph the specification of which is not necessary
for the proof. Dotted lines entering and leaving the oval stand for the set of all external
legs different from the external legs of the distinguished vertex to contract. If two or three
internal lines are connected to the oval this does not necessarily mean that these two lines
are part of an inner loop.

I am going to integrate the matrix Polchinski equation (4.52), page 47, by induction
upward in V and for constant V downward in N . Due to the grading (V,N), the differ-
ential equation (4.52) is actually constructive. I consider in Section D.1 the connection of
two smaller graphs of (V1, N1) and (V2, N2) vertices and external legs and in Sections D.2
and D.3 the self-contraction of a graph with (V1 = V, N1 = N + 2) vertices and external
legs. These graphs are further characterised by V e

i , Bi, gi, ιi external vertices, boundary
components, genera and segmentation indices, respectively. Since the sums in (4.58) and
the number of arrangements of legs in (D.1) are finite, it is sufficient to regard the con-
traction of subgraphs individually. That is, we consider individual subgraphs γ1, γ2 the
contraction of which produces an individual graph γ. We also ignore the problem of mak-
ing the graphs symmetric in the indices mini of the external legs. At the very end we
project the sum of graphs γ to homogeneous degree (V, V e, B, g, ι). To these homogeneous
parts there contributes according to (4.58) a finite number of contractions of γi. We thus
get the bound (4.59) on page 48 if we can prove it for any individual contraction.

The Theorem is certainly correct for the initial φ4-interaction (4.36) which due to

(4.51) gives |A(1,1,1,0,0)
m1n1;...;m4n4 [Λ]| ≤ 1.

D.1 Tree-contractions of two subgraphs

I start with the first term on the rhs of (4.52), page 47, which describes the connection of
two smaller subgraphs γ1, γ2 of V1, V2 vertices and N1, N2 external legs via a propagator.
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The total graph γ for a tree-contraction has

V = V1+V2 vertices , N = N1+N2−2 external legs ,

I = I1+I2+1 propagators , L̃ = L̃1+L̃2−1 loops , (D.2)

because two loops of the subgraphs are merged to a new loop in the total graph. It follows
from (4.43) that for tree-contractions we always have additivity of the genus,

g = g1 + g2 . (D.3)

As an example for a contraction between graphs in the first line of (D.1) let us consider
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k1

k2

l2

σk

σl

m l (D.4)

where σm and σn stand for the set of all other outgoing and incoming indices via external
legs at the remaining part of the left subgraph γ1 and similarly for σk and σl for the right
subgraph γ2. The two boundary components to which the contracted vertices belong are
joint in the total graph, i.e. B = B1 +B2− 1. Moreover, we obviously have V e = V e

1 +V e
2

and ι = ι1 + ι2. The graph (D.4) determines the Λ-scaling

Λ
∂

∂Λ
A

(V,V e,B,g,ι)γ
m1n1;m2n2;σmσn;σk σl;k2l2;k1l1

[Λ]

=
1

2

∑

m,l

A(V1,V e
1 ,B1,g1,ι1)γ1

m1n1;m2n2;σmσn;mm1
[Λ]Qm1m;ll1(Λ)A

(V2,V e
2 ,B2,g2,ι2)γ2

l1l;σk σl;k2l2;k1l1
[Λ] . (D.5)

Due to the conservation of the total amount of indices in γ1 and γ2 by induction hypothesis
(4.59), both

m = σn− σm+ n2 and l = σk − σl + k2 (D.6)

are completely fixed by the other external indices so that from the sum over m and l
there survives a single term only. Then, because of the relation m1 + l = m + l1 from
the propagator Qm1m;ll1(Λ), see (4.55), it follows that the total amount of indices for

A
(V,V e,B,g,ι)γ
m1n1;m2n2;σmσn;σk σl;k2l2;k1l1

is conserved as well.

Let V̄ e
i and ῑi be the numbers of external vertices and segmentation indices on the

segments of the subgraphs γi on which the contracted vertices are situated. The induction
hypothesis (4.59) gives us the bound if these segments carry s̄i ≤ V̄ e

i + ῑi − 1 index
summations. The new segment of the total graph γ created by connecting the boundary
components of γi carries V̄ e

1 + V̄ e
2 external vertices and ῑ1 + ῑ2 segmentation indices and

therefore admits up to s̄1 + s̄2 + 1 index summations. In (D.4) that additional index
summation will be the m1-summation.

Due to (4.47) (for segments) on page 46 there has to be an external leg on each
segment the outgoing index of which is not allowed to be summed. If on the γ2-part
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of the contracted segment there is an unsummed external leg, we can choose m as that
particular index in γ1. In this case we take in the propagator the maximum over m, l and
sum the part γ2 for given l over those indices which belong to Es. The result is bounded
independently of l and all other incoming indices. Next, we sum over the indices in Es
which belong to γ1, regarding m as an unsummed index. There is the possibility of an
m1-summation applied to the propagator in the last step, with l1 kept fixed, for which
the bound is given by (4.56) on page 47. In this case we therefore get

∑

Es, s̄2≤V̄ e
2 +ῑ2−1, m1∈Es

∣∣∣Λ ∂

∂Λ
A

(V,V e,B,g,ι)γ
m1n1;m2n2;σmσn;σk σl;k2l2;k1l1

[Λ]
∣∣∣

≤ 1

2

( ∑

Es1
1

∣∣A(V1,V e
1 ,B1,g1,ι1)γ1

m1n1;m2n2;σmσn;mm1
[Λ]

∣∣
)(

max
l1

∑
m1

max
m,l

∣∣Qm1m;ll1(Λ)
∣∣
)

×
( ∑

Es2
2

∣∣A(V2,V e
2 ,B2,g2,ι2)γ2

l1l;σk σl;k2l2;k1l1
[Λ]

∣∣
)

≤ 1

2
C1

(Λ

µ

)δ2(V−N+2
2

+4−2g−(B+1))(µ
Λ

)δ1(1+V−V e−ι+2g+(B+1)−2+(s−1))

×
(µ

Λ

)δ0(V e+ι−2−(s−1))

P 2V−N+2
2

[
ln

Λ

ΛR

]
. (D.7)

We have used the induction hypothesis (4.59) for the subgraphs as well as (4.56) for the
propagator and have inserted N1 +N2 = N + 2, V1 + V2 = V , V e

1 + V e
2 = V e, ι1 + ι2 = ι,

B1+B2 = B+1, g1+g2 = g and s1+s2 = s−1, because there is an additional summation
over m1 which belongs to Es but not to Esi

i . If m1 6∈ Es we take instead the unsummed
propagator and replace in (D.7) one factor (4.56) by (4.55) as well as (s − 1) by s. The
total exponents of γ remain unchanged.

Next, let there be no unsummed external leg on the contracted segment of γ2 viewed
from γ. Now, we cannot directly use the induction hypothesis. On the other hand, for a
given index configuration of γ2 and the propagator, the index k2 is not an independent
summation index:

k2 = l + σl − σk = m−m1 + l1 + σl − σk . (D.8)

See also (D.6). If m1 ∈ Es there must be an unsummed outgoing index on the contracted
segment of γ1. We can thus realise the k2-summation as a summation over m in γ1

for fixed index configuration of γ2 and m1, l1. This m-summation is applied together
summation over the γ1-indices of Es to γ1 as the first step, taking again the maximum of
the propagator over m, l. In the second step we sum over the restriction of Es to γ2 and
the propagator. It is obvious that the estimation (D.7) remains unchanged, in particular,
s1+s2 = (s1+1) + (s2−1) = s−1. If m1 is the only unsummed index we realise the k2-
summation as a summation of the propagator over l. Here, one has to take into account
that the subgraph γ2 is bounded independently of the incoming index l. Again we get the
same exponents as in (D.7).
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We can summarise (D.7) and its discussed modification to

∑
Es

∣∣∣Λ ∂

∂Λ
A

(V,V e,B,g,ι)γ
m1n1;m2n2;σmσn;σk σl;k2l2;k1l1

[Λ]
∣∣∣

≤
(Λ

µ

)δ2(V−N
2

+2−2g−B)(µ
Λ

)δ1(V−V e−ι+2g+B−1+s)(µ
Λ

)δ0(V e+ι−1−s)
P 2V−N

2
−1

[
ln

Λ

ΛR

]
.

(D.9)

For the choice of the boundary conditions according to Definition/Lemma 7, the Λ-
integration increases (again according to Definition/Lemma 7) the degree of the polyno-
mial in ln Λ

ΛR
by 1. Hence, we have extended (4.59) to a bigger degree V for contractions

of type (D.4). In particular, the bound is independent of the incoming indices ni, li (by
induction starting with (4.56), which represents the third graph in (4.39)).

The verification of (4.59) for any contraction between graphs of the first line in (D.1)
is performed in a similar manner. Taking the same subgraphs as in (D.4), but with a
contraction of other legs, the discussion is in fact a little easier because there are no
trajectories going through both subgraphs:
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The contractions
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are treated in the same way. The point is that the summation indices of the propagator
(m, k on the left and n, k on the right in (D.11)) are fixed by index conservation for the
subgraphs. In the same way one also discusses any contraction between the second and
third graph in (D.1).

Let us now contract the left graph in the second line of (D.1) with any graph of the
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first line of (D.1), e.g.
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The number of boundary components is reduced by 1, giving B1 +B2 = B+1. We clearly
have ι = ι1 + ι2, but there is now one external vertex less on which we can apply an index
summation, V e = V e

1 + V e
2 − 1. At the same time we need the index summation from the

subgraph, because in the Λ-scaling

Λ
∂

∂Λ
A

(V,V e,B,g,ι)γ
k1l1;σk σl;σmσn[Λ] =

1

2

∑

m,n,k

A(V1,V e
1 ,B1,g1,ι1)γ1

mn;σmσn [Λ]Qnm;k1k(Λ)A
(V2,V e

2 ,B2,g2,ι2)γ2
kk1;k1l1;σk σl [Λ]

(D.13)

there is now one undetermined summation index:

k = l1 + σl − σk , m(n) = n+ σn− σm . (D.14)

First, let there be an additional unsummed external leg on the segment of m,n in γ1.
Then, the induction hypothesis (4.59) gives the bound for a summation over m. We thus
fix n, k and all indices of γ2 in the first step and realise a possible k1-summation due to
k1 = m+k−n as an m-summation, which is applied together with the summation over the
γ1-indices of Es, after maximising the propagator over m, k1. The result is independent
of n. We thus restrict the n-summation to the propagator, see (4.56), and apply the
remaining Es-summations to γ2, where k remains unsummed. We have s1 + s2 = s and
get the estimation

∑

Es3k1, s̄1≤V̄ e
1 +ῑ1−2

∣∣∣Λ ∂

∂Λ
A

(V,V e,B,g,ι)γ
k1l1;σk σl;σmσn[Λ]

∣∣∣

≤ 1

2

( ∑

m,Es1
1

∣∣A(V1,V e
1 ,B1,g1,ι1)γ1

mn;σmσn [Λ]
∣∣
)(

max
k

∑
n

max
m,k1

∣∣Qnm;k1k(Λ)
∣∣
)

×
( ∑

Es2
2 63k1

∣∣A(V2,V e
2 ,B2,g2,ι2)γ2

kk1;k1l1;σk σl [Λ]
∣∣
)

≤ 1

2
C1

(Λ

µ

)δ2(V−N+2
2

+4−2g−(B+1))(µ
Λ

)δ1(1+V−(V e+1)−ι+2g+(B+1)−2+s)

×
(µ

Λ

)δ0((V e+1)+ι−2−s)
P 2V−N+2

2

[
ln

Λ

ΛR

]
. (D.15)

If k1 6∈ Es we do not need the m-summation on γ1. Again we have s = s1 + s2 and (D.15)
remains unchanged. Here, we may allow for index summations at all other external legs
on the segment of m,n in γ1.

If there is no unsummed external leg on the segment of m,n in γ1, we must realise
the k1-summation as follows: We proceed as before up to the step where we sum the
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propagator for given k over n. For each term in this sum we have k1 = k+ σn− σm. We
thus achieve a different k1 if for given σm, σn we start from a different k. Since the result
of the summations over γ1 and the propagator is independent of k, see (4.56), we realise
the k1-summation as a sum over k restricted to γ2. We now get the same exponents as
in (D.15) also for this case. According to Definition/Lemma 7, the Λ-integration extends
for contractions of type (D.12) the bound (4.59) to a bigger order V .

The contraction of the other leg of the right vertex
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is easier to discuss because the k1-summation is directly applied to γ2. Taking the second
vertex of the first line of (D.1) instead, we have two contractions which are identical to
(D.12) and (D.16) and a third one with contractions as in the first and last graphs of
(D.10) where γ1 and γ2 form different segments in γ. This case is much easier because
there is no trajectory involving both subgraphs.

Contracting instead the last vertex of the second line of (D.1) we obtain the same
estimates if the two propagators between the vertex and the oval belong to the same
segment:
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The only modification to (D.15) and its variants is to replace (V e + 1) by V and ι by
(ι + 1), because the total number of external vertices is unchanged whereas the total
segmentation index is reduced by 1.

If we contract the second vertex of the last line in (D.1) in such a way that the
contracted indices m,n belong to different segments of γ1, e.g.
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(D.18)

they are actually determined by index conservation for the segments. The entire discus-
sion of these examples is therefore similar to the graph (D.4) with bound (D.7) and its
modifications. Note that we have V e = V e

1 + V e
2 and ι = ι1 + ι2 in (D.18).
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Accordingly, we can replace in all previous examples a vertex of the first line of (D.1)
by the composed vertex under the condition that the two contracted trajectories at the
composed vertex belong to different segments.

It remains to study the contraction
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where two contraction indices (m or n and k or l) are undetermined. We have V e =
V e

1 +V e
2 −2 and ι = ι1+ι2. We first assume that at least one of the boundary components of

γi to contract carries more than one external vertex. In this case we have B = B1+B2−1.
There has to be at least one unsummed external vertex on the segment, say on γ2. We fix
the indices of γ2 as well as n in the first step, take in the propagator the maximum over
m, l and sum over the γ1-indices of Es. Here, m can be regarded as an unsummed index.
We take the maximum of γ1 over n so that the n-summation restricts to the propagator
only. We take in the summed propagator the maximum over k so that the remaining
k-summation is applied together with the summation over the γ2-indices of Es. We thus
need s1 + s2 = s+ 1 summations and the bound (4.56) for the propagator:
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∣∣
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∣∣A(V2,V e
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kl;σk σl [Λ]
∣∣
)

≤ 1

2
C1

(Λ
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2

+4−2g−(B+1))(µ
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)δ1(1+V−(V e+2)−ι+2g+(B+1)−2+(s+1))

×
(µ
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)δ0((V e+2)+ι−2−(s+1))

P 2V−N+2
2

[
ln

Λ
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]
. (D.20)

Finally, we have to consider the case where the only external vertices of both boundary
components of γi to contract are just the contracted vertices. In this case the contraction
removes these two boundary components at expense of a completely inner loop, giving
B = B1 +B2−2. The differences n−m and k− l are fixed by the remaining indices of γi.
For given m we may thus take the maximum of γ2 over l and realise the l-summation as
a summation (4.56) over the propagator. We thus exhaust all differences m− l. In order
to exhaust all values of m we take the maximum of γ1 over m,n and multiply the result
by a volume factor (4.54). We thus replace in (D.20) (s+ 1) 7→ s and (B + 1) 7→ (B + 2),
and combine one factor (4.55) and a volume factor (4.54) to (4.57). We thus get the same
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total exponents as in (4.59) so that the Λ-integration extends (4.59) to a bigger order V
for all contractions represented by (D.19).

The contractions
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are treated in the same way as (D.19), now with the two unknown summation indices
taken into account by a reduction of V e + ι = (V e

1 + ι1) + (V e
2 + ι2) − 2. In particular,

there is also the situation where m,n and k, l are the only external legs of their boundary
components before the contraction. In this case the number of boundary components
drops by 2, which requires a volume factor in order to realise the sum over the starting
point of the inner loop.

Thus, (4.59) is proven for any contractions produced by the first (bilinear) term on
the rhs of (4.52).

D.2 Loop-contractions at the same vertex

It remains to verify the scaling formula (4.59) for the second term (the last line) on the
rhs of the matrix Polchinski equation (4.52), which describes self-contractions of graphs.
The graphical data for the subgraph will obtain a subscript 1, such as the number of
external vertices V e

1 , the segmentation index ι1 and the set Es11 of summation indices. We
always have V1 = V and N1 = N + 2. We first consider contractions of external lines at
the same vertex, for which we have the possibilities shown in (D.1).

The very first vertex leads to two different self-contractions:
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For the planar contraction (D.22) we estimate the l-summation by a volume factor so
that we obtain (4.59) from (4.57). For the non-planar graph (D.23) we obtain (4.59) for
s = 0 directly from (4.55). According to (4.47) we can apply one index summation which
yields (4.59) via (4.56).
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For the second graph in the first line of (D.1) we first investigate the contraction
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The number of loops of the amputated graph is increased by 1, L̃ = L̃1 + 1, so that due
to (4.43) on page 44 and I = I1 + 1 we get g = g1. The graph (D.24) determines the
Λ-variation

Λ
∂

∂Λ
A(V,V e,B,g,ι)γ
m1n1;σmσn [Λ] = −1

2

∑

k,l

Qm1k;ln1(Λ)A
(V1,V e

1 ,B1,g1,ι1)γ1
m1n1;n1l;σmσn;km1

[Λ] , (D.25)

with one of the indices k, l being undetermined. First, let there be at least one further
external leg on the same boundary component as l, k. In this case the number of boundary
components is increased by 1, B = B1 +1. If there is an unsummed index on the segment
of k, l we can realise the k-summation in γ as a summation in γ1 after taking in the
propagator the maximum over k, l. We thus have s1 = s+ 1 and consequently

∑

Es, m1 /∈Es

∣∣∣Λ ∂

∂Λ
A(V,V e,B,g,ι)γ
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∣∣∣

≤ 1

2
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max
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∣∣Qm1k;ln1(Λ)
∣∣
)(∑
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1

∣∣A(V,V e
1 ,B1,g1,ι1)γ1

m1n1;n1l;σmσn;km1
[Λ]

)

≤ 1

2
C0

( Λ

µ0

)δ2(V−N+2
2

+2−2g−(B−1))(µ
Λ

)δ1(V−V e−ι+2g+(B−1)−1+(s+1))

×
(µ

Λ

)δ0(1+V e+ι−1−(s+1))

P 2V−N+2
2

[
ln

Λ

ΛR

]
. (D.26)

We can sum the contracting propagator over m1 for fixed n1, which amounts to replace
one factor (4.55) by (4.56) compensated by s = s1 replacing s = s1 − 1.

If k cannot be a summation index in γ1 then m1 must be unsummed in γ. We first
apply the summation over o[l] for given l in γ1. The result is independent of l so that, for
given k, the l-summation can be restricted to the contracting propagator maximised over
m1, n1. Finally, the remaining Es-summations are applied. We have to replace in (D.26)
(s+ 1) by s and one factor (4.55) by (4.56).

Finally, let there be no further external leg on the same boundary component as l, k.
Now, the number of boundary components remains constant, B = B1. Since k − l =
n1 − m1 is a constant, the required summation over e.g. k has to be estimated by a
volume factor (4.54). We thus replace in (D.26) (B − 1) 7→ B and (s + 1) 7→ s and
combine one factor (4.55) and the volume factor to (4.57).

In summary, we extend after Λ-integration the scaling law (4.59) for the same degree
V to a reduced number N of external lines.

Next, we study the following contraction of the second graph in the first line of (D.1)
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which gives rise to an inner loop:
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It describes the Λ-variation

Λ
∂

∂Λ
A(V,V e,B,g,ι)γ
m1n1;σmσn [Λ] = −1

2

( ∑

l

Qn1l;ln1(Λ)
)
A

(V1,V e
1 ,B1,g1,ι1)γ1

m1n1;n1l;ln1;σmσn[Λ] . (D.28)

The number of loops of the amputated graph is increased by 1 and the number of boundary

components remains constant, giving g = g1 and B = B1. Note that A
(V,V e

1 ,B1,g1,ι1)γ1
m1n1;n1l;ln1;σmσn is

independent of l so that the l-summation acts on the propagator only. We estimate the
l-summed propagator by (4.57) for the product of (4.55) with a volume factor (4.54). The
factor (4.57) compensates the decrease N = N1−2, all other exponents remain unchanged
when passing from γ1 to γ. Now, the Λ-integration extends the scaling law (4.59) to a
reduced N .

The third graph in the first line of (D.1) leads to the contracted graph

����
�� ��

��

��
��

�����

��
σn

σm
n

n

l

(D.29)

There is one additional loop of the amputated graph, giving g = g1. We have B = B1

if there are further external legs on the boundary component of n and B = B1 − 1 if
no further external leg exists on the contracted boundary component. Very similar to
(D.27), the l-summation is restricted to the propagator maximised over n, giving a factor
(4.57) which compensates N = N1 − 2 in the first exponent of (4.59). For B = B1 the
n-summation in (D.29) is provided by the subgraph γ1, where the additional summation
s1 = s+ 1 compared with γ compensates the change V e

1 = V e + 1 of external vertices in
the second and third exponent of (4.59).

On the other hand, if B1 = B + 1 we have s = s1 and the summation over n has to
come from a volume factor (4.54) combined with one factor (4.55) to (4.57). This verifies
(4.59) for the contraction (D.29).

The last case for which contractions of two external lines at the same vertex are to
investigate is the last vertex in the second line of (D.1). As before in the proof for tree-
contractions, we have to distinguish whether the composed vertex under consideration
appears inside a tree, in a loop but together with further composed vertices, or in a loop
but as the single composed vertex. In the first case we have to analyse the graph
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Before the contraction, the indices m,n, k, l were all located on the same loop of the
amputated graph and the same boundary component. After the contraction they are split
into two loops, g = g1. The number of boundary components is increased by 1 if both
resulting boundary components of l,m and k, n carry further external legs, B = B1 + 1.
We have B = B1 if only one of the resulting boundary components of l,m or k, n carries
further external legs and B = B1−1 if there are no further external legs on these boundary
components. We clearly have ι = ι1 and V e = V e

1 − 1. Due to index conservation for
segments, either k or n is an unknown summation index, and either l or m.

We first consider the case B = B1 + 1. In both segments of γ1 to contract there must
be at least one unsummed outgoing index, which we can choose to be different from the
vertex to contract. We thus take in the propagator the maximum (4.55) over all indices
and restrict the required index summations over k,m to the segments of the subgraphs.
This means that we have s1 = s + 2 summations, which compensates the change of the
numbers of boundary components B1 = B − 1, external legs N1 = N + 2 and external
vertices V e

1 = V e + 1:
∑
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2
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2
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[
ln
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]
. (D.31)

We immediately confirm (4.59). Alternatively, instead of consuming a γ1-summation to
get the k-summation we can also sum the propagator for maximised l,m and given k over
n. Compared with (D.31) we have to replace (s+ 2) by (s+ 1) and one factor (4.55) by
(4.56), ending up in the same exponents.

Next, we investigate the case B = B1 where, for example, the restriction of the
boundary component to the left segment does not carry another external leg than m, l.
The summation over m in γ1 is now provided by a volume factor, which means that in
(D.31) we have to replace (s+2) by (s+1), (B− 1) by B and one factor (4.55) by (4.57).
All exponents match again (4.59).

Finally, let us look at the possibility B = B1−1 where the indices m,n, k, l to contract
were the only external indices of the boundary component. We thus combine two volume
factors (4.54) and two factors (4.55) to two factors (4.57), compensating (B−1) 7→ (B+1)
and (s+ 2) 7→ s. After Λ-integration we extend (4.59) to a reduced N .

The case that the two sides of the composed vertex to contract are connected but
belong to different segments, e.g.
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is similar to treat concerning index summations, but for the interpretation of the genus
there is a different situation possible. In the amputated subgraph γ1 the indices m,n
and k, l may be situated on different loops and thus different boundary components. The
contraction joins in this case the two loops, L̃ = L̃1 − 1, which results due to (4.43) in
g = g1 + 1 and B = B1 − 1. There is at least one additional external leg on each of the
boundary components of m,n and k, l before the contraction, because in order to close
the loop we have to pass through the vertex m1, n1,m2, n2. Now, we have to replace in
(D.31) (B − 1) by (B + 1) and g by (g − 1), confirming (4.59) also in this case. If all
indices m,n, k, l are on the same loop in γ1, the contraction splits it into two and the
entire discussion of (D.30) can be used without modification to the present example.

It remains the case
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where the two halves of the composed vertex to contract belong to the same segment.
Three of the indices m,n, k, l are now summation indices. We have ι = ι1 − 1 and
V e = V e

1 −1. Let first the indices m,n on one hand and k, l on the other hand be situated
on different loops of the amputated graph γ1. These are joint by the contraction, yielding
g = g1+1. If there remain further external legs on the contracted loop we have B = B1−1,
otherwise B = B1− 2. We start with B = B1− 1. Due to the segmentation index present
in γ1, the induction hypothesis for γ1 gives us the bound for two additional summations
over m, k not present in γ. The third summation is provided by the propagator via (4.56).
Assuming i[k] 6= l, n in γ1 we first take in the contracting propagator the maximum over
m, l, then sum the m,n-boundary component over m and those indices of Es which belong
to the m,n-boundary component, followed by the summation of the propagator over n
for given k. Finally, we sum γ1 over the remaining indices of Es and over k:

∑
Es

∣∣∣Λ ∂

∂Λ
A(V,V e,B,g,ι)γ
σmσn [Λ]

∣∣∣

≤ 1

2

(
max
k

∑
n

max
l,m

∣∣Qmn;kl(Λ)
∣∣
) ∑

k,m,Es

∣∣A(V1,V e
1 ,B1,g1,ι1)γ1

σmσn;mn;kl [Λ]
∣∣
)

≤ 1

2
C1

(Λ

µ

)δ2(V−N+2
2

+2−2(g−1)−(B+1))(µ
Λ

)δ1(1+V−(V e+1)−(ι+1)+2(g−1)+(B+1)−1+(s+2))

×
(µ

Λ

)δ0((V e+1)+(ι+1)−1−(s+2))

P 2V−N+2
2

[
ln

Λ

ΛR

]
. (D.34)

It is essential that the summation over k − i[k] is independent.
If there are no external legs on the contracted loop, B = B1 − 2, then we have in γ1

either i[m] = n, i[k] = l or i[m] = l, i[k] = n. In the first case we would first fix n, k and
maximise the propagator over m, l. Now, the m-summation restricts to γ1 with bound
independent of n. Thus, the n-summation for given k restricts to the propagator and
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delivers a factor (4.56), independent of k. However, since k − i[k] ≡ k − l = n − m is
already exhausted in γ1, the remaining k-summation has to come from a volume factor.
We thus make in (D.34) the replacements (B+1) 7→ (B+2), (s+2) 7→ (s+1) and combine
one factor (4.55) with a volume factor (4.54) to (4.57). The exponents match again (4.59).

Next, we investigate the situation where all indices m,n, k, l are located on the same
loop of the amputated subgraph γ1. In this case the contraction to γ splits that loop into
two so that we have g = g1. As before we have B = B1 + 1 if both split loops contain
further external legs, B = B1 if only one of the split loops contains further external legs,
and B = B1 − 1 if the split loops do not contain further external legs. The discussion is
similar as for (D.30), the difference is that three of m,n, k, l are now summations indices,
which is taken into account by the replacement of ι in (D.31) by (ι + 1). We thus finish
the verification of (4.59) for self-contractions of a vertex.

D.3 Loop-contractions at different vertices

It remains to check (4.59) for contractions of different vertices of the same graph. The
external lines of the two vertices are arranged according to (D.1). We start with two
vertices of the type shown as the second graph in (D.1). One possible contraction of their
external lines is
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assuming that the vertices to contract are located on the same segment in γ1. One of
the indices m, l is a summation index. We first consider the case that the two vertices to
contract are located on the same loop of the amputated graph γ1. The contraction to γ
splits that loop into two, giving g = g1. We have B = B1 + 1 if the trajectory starting at
l does not leave γ1 (and γ) in m, whereas B = B1 if m, l are on the same trajectory in
γ1. In case of B = B1 + 1 we keep i[m] in γ1 fixed, take in the propagator the maximum
over m, l and restrict the m-summation to γ1. Due to V e

1 = V e, ι1 = ι and B1 = B − 1
we have in the case that m1 remains unsummed

∑

Es 63m1,B=B1+1

∣∣∣Λ ∂

∂Λ
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≤ 1

2
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≤ 1

2
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Λ

)δ0(1+V e+ι−1−(s+1))

P 2V−N+2
2

[
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Λ
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]
. (D.36)

Summing additionally over m1 we replace in (D.36) one factor (4.55) by (4.56). It is clear
that this reproduces the exponents of (4.59) correctly.
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If l = i[m] in γ1, we have to realise the m-summation by a volume factor. We thus
replace in (D.36) (B − 1) 7→ B, (s+ 1) 7→ s and combine (4.54) with one factor (4.55) to
(4.57).

Finally, the two vertices to contract in (D.35) may be located on different loops of
the amputated graph γ1. They are joint by the contraction to γ, giving g = g1 + 1,
and because the newly created loop obviously has external legs, we have B = B1 − 1.
As separated loops in γ1, l cannot be the incoming index of the trajectory through m.
Therefore, the m-summation gives the same bound as the rhs of (D.36), now with (B−1)
replaced by (B + 1) and g by (g − 1). We have thus extended (4.59) to a reduced N for
all types of contractions (D.35).

If the vertices to contract are located on different segments in γ1, e.g.

����

���� �

� �

���� �

� � �� ��

� ��� � ���

�� ��

���� �� �� ����

� ���

���� �

��
��

��
��

n1
m1

n2

m2

σn

σm

σk

σl

l1
k1

k2

l2

m l

m3
n3

n4
m4

(D.37)

both indices m, l are determined by index conservation for segments. We can thus save
an index summation compared with (D.36) and replace there and in its discussed modi-
fications (s+ 1) by s and ι1 = ι by ι1 = (ι− 1). Since the m-summation is not required,
there is effectively an additional summation possible in agreement with (4.47). It is not
possible that m and l are located on the same trajectory in γ1 so that either g = g1,
B = B1 + 1 or g = g1 + 1, B = B1 − 1.

I would like to add a few comments on the segmentation index. It is essential that the
contraction joins separated segments. For instance, the contraction
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does not increase the segmentation index, because in agreement with Definition 8 on page
45 the number of segments remains constant. The graph on the left has ι = 1, and the
internal indices m, l are determined by the external ones. The graph on the right has
ι = 1 as well, and now one of the indices n, k becomes a summation index. Having several
composed vertices in the middle link does not change the segmentation index:
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It makes, however, a difference if the two composed vertices are situated on different links:
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Here, the segmentation index increases from ι = 1 on the left to ι = 2 on the right, in
agreement with Definition 8.

The case
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is completely identical to (D.35). In the contraction
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the summation index n or l is provided by the propagator, replacing in (D.36) and its
modifications (s+ 1) by s and one factor (4.55) by (4.56). It is not possible that n and l
are located on the same trajectory in γ1 so that either g = g1, B = B1 + 1 or g = g1 + 1,
B = B1 − 1.

In order to treat the contraction
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one has to use that the summation over m1 can due to m1 = k+m− k1 be transferred as
a k-summation of γ1. The summation over the undetermined index m is applied in the
last step.
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Finally,
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are similar to the ι-increased variant (D.37). The contraction
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is an example for a realisation of (4.46) where Vc is increased by 2 and S by 1, giving
again a segmentation index increased by 1.

It is obvious that the discussion of contractions involving the second and third or two
of the third vertices of the first line in (D.1) is analogous.

Let us now study loop contractions which involve the first graph in the second line of
(D.1), assuming first that the vertices are situated on the same segment:
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We thus have ι = ι1 and V e = V e
1 − 1. Two of the summation indices m, k, l are un-

determined. Let first the two vertices to contract be located on the same loop of the
amputated subgraph γ1. The contraction splits that loop into two, giving g = g1. Next
question concerns the number of boundary components. We have B = B1 + 1 if there are
further external legs on the loop through l,m and B = B1 if l = i[m] in γ1. We start with
B = B1 +1. In general, the induction hypothesis provides us with bounds for summations
over m and k, because l 6= i[m]. If m1 is an unsummed index we thus have
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Now, an additional summation over m1 can immediately be taken into account by repla-
cing the maximised propagator (4.55) by the summed propagator (4.56), in agreement
with (s + 2) replaced by (s + 1). The m1-summation is applied before the k-summation
is carried out.

These considerations require an unsummed outgoing index on the contracted segment
of γ1. If this is not the case, then m1 has to be the unsummed outgoing index. Now,
the l-summation for given m has to be restricted to the propagator and delivers a factor
(4.56). The exponents match again (4.59).

Next, for l = i[m] in γ1 we cannot use a summation over m in γ1 in order to account
for the undetermined contraction index, because the incoming index l would change sim-
ultaneously. Instead, we have to use a volume factor (4.54) combined with one factor
(4.55) to (4.57). Additionally, we have to replace in (D.47) (s + 1) by s and (B − 1) by
B.

Second, the two vertices to contract may be located on different loops of the amputated
graph γ1. They are joint by the contraction, giving g = g+1. Because the loop carries at
least the external leg m1n1, we necessarily have B = B1 − 1. Now, l 6= i[m] in γ1 so that
we use summations over m, k in γ1, giving the same balance (D.47) for the exponents,
with (B − 1) 7→ (B + 1) and g 7→ (g − 1).

The discussion is identical for the contraction
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which in the case that k, l belong to the same segment in γ has two undetermined sum-
mation indices as well. We thus proceed as in (D.47) and its discussed modification and
only have to replace (V e + 1) by V e and ι by (ι + 1). If k, l are situated on different
segments in γ, e.g.
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there is only one undetermined summation index, which is reflected in the analogue of
(D.47) by the fact that the segmentation index remains unchanged, ι = ι1. Note that in
the right graph of (D.49) we either have B = B1 − 1, g = g + 1 or B = B1 + 1, g = g.
Of course we get the same estimations if the segment of γ1 with external lines σk, σl are
connected by several composed vertices to the part of γ1 with external lines σm, σn.
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The contractions
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are a little easier because the contracting propagator does not have outgoing indices which
for certain summations have to be transferred to the subgraph γ1. If n = i[k] in γ1, the
k-summation for given n, n1 can be restricted to γ1 after maximising the propagator over
all indices. Since the result for γ1 is independent of the starting point n, the k-summation
can be regarded as a summation over all differences k − n. The final summation over
all pairs k, n with fixed difference k − n is provided by a volume factor (4.54) combined
with (4.55) to (4.57). The balance of exponents is identical to (D.47) and its discussed
variants.

It is clear that the analogue of (D.49) with the left vertex connected as in (D.50) is
similar to treat.

Next, we discuss the variant of (D.46) where the two vertices to contract belong to
different segments in the subgraph γ1:
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Now, only one of the indices m, k, l is an undetermined summation index, with k being
the most natural choice. We therefore get a bound for the Λ-scaling analogous to (D.47)
but with ι replaced by ι− 1, reflecting the increase of the segmentation index ι = ι1 + 1.
There is now an additional index summation possible, here via (4.56) over the index m1.
Note that we have either B = B1 − 1, g = g + 1 or B = B1 + 1, g = g.

The discussion of the variants of (D.51) with the right vertex taken as the second one
in the last line of (D.1) and/or the left vertex arranged as in (D.50) is very similar.

It remains to investigate contractions between two of the vertices in the second line of
(D.1). We discuss in detail the contraction
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All variants are similar as described between (D.46) and (D.51).

Three of the four summation indices m,n, k, l in (D.52) are undetermined. We clearly
have V e

1 = V e+2 and ι = ι1. We first consider the case where the four indices m,n, k, l are
located on the same loop of the amputated subgraph γ1. The contraction will split that
loop into two, giving g = g1. There are three possibilities for the change of the number
of boundary components after the contraction. First, if on both paths of trajectories in
γ1 from n to k and from l to m there are further external legs, we have B = B1 + 1.
Second, if on one of these paths there is no further external leg, we have B = B1. Third,
if both paths contain no further external legs, i.e. m and k are the outgoing indices of the
trajectories starting at l and n, respectively, we have B = B1 − 1.

We start with B = B1 +1. Then, i[k] and i[m] are fixed as external indices so that the
induction hypothesis for γ1 provides the bounds for two summations over k,m. We first
apply a possible summation to the outgoing index of the trajectory starting at l. The
result is maximised independently from l so that we can restrict the l-summation to the
propagator, maximised over k, n with m being fixed. Finally, we apply the summations
over k,m and all remaining Es-summations to γ1. We thus obtain
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2
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The Λ-integration verifies (4.59) in the topological situation under consideration.

Next, we discuss the case B = B1, assuming e.g. l = i[m] in γ1. We maximise the
propagator over k, n for given l so that the m-summation can be restricted to γ1. Next,
we apply the Es-summations and the k-summation to γ1, still for given l. The final l-
summation counts the number of graphs with different l, giving the bound (4.55) of the
propagator times a volume factor. In any case the required modifications of (D.53), in
particular (B − 1) 7→ B, lead to the correct exponents of (4.59).

If B = B1 − 1, i.e. l = i[m] and n = i[k], we take in the propagator the maximum
over n, k so that for given l the m-summation can be restricted to γ1. The result of that
summation is bounded independently of l. Thus, each summand only fixes m− l = n−k,
and the remaining freedom for the summation indices is exhausted by two volume factors
and the bound (4.55) for the propagator. We thus replace in (D.53) (s + 2) 7→ (s + 1),
(B − 1) 7→ (B + 1) and one factor (4.56) by (4.55). Then, two factors (4.55) are merged
with two volume factors (4.54) to give two factors (4.57).

Finally, we have to consider the case where m,n are located on a different loop of the
amputated subgraph γ1 than k, l. The contraction joins these loops, giving g = g1 + 1. If
the resulting loop carries at least one external leg we have B = B1 − 1, whereas we get
B = B1−2 if the resulting loop does not carry any external legs. We first consider the case
that there is a further external leg on the n,m-loop in γ1. We take in the propagator the
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maximum over k, n and sum the subgraph for given l, n over k and possibly the outgoing
index of the n-trajectory. The result is independent of l, n. Next, we sum the propagator
for given m over l and finally apply the remaining Es-summations and the summation
over m to γ1. We get the same estimates as in (D.53) with (B − 1) replaced by (B + 1)
and g by (g − 1).

If there are no further external legs on the contracted loop we would maximise the
propagator over k, n, then sum γ1 over k for given l, next sum the propagator over l for
given m. For each resulting pair k, l the remaining m-summation leaves m− n constant.
We thus have to use a volume factor in order to exhaust the freedom of m−n, combining
one factor (4.55) and the volume factor (4.54) to (4.57). We thus confirm (4.59) for any
contraction of the form (D.52).

It is obvious that all examples not discussed in detail are treated in the same manner.
We conclude that (4.59) provides the correct bounds for the interaction coefficients of
φ4-matrix model with cut-off propagator described by the three exponents δ0, δ1, δ2. ¤

The proof also shows that the genus is never decreasing in the contraction, which
explains why subgraphs of planar graphs necessarily have genus g = 0.
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E On composite propagators

E.1 Identities for differences of ribbon graphs

I continue here the discussion of Section 5.2 on composite propagators generated by dif-
ferences of interaction coefficients.

After having derived (5.17) on page 56, we now have a look at (5.9). Since γ is one-
particle irreducible, we get for a certain permutation π ensuring the history of integrations
the following linear combination:
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with 1+ := 1
0
.
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We further analyse the difference represented by the first two lines of (E.1a):
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According to (5.17), the two lines (E.2a) and (E.2c) yield graphs having one composite
propagator (5.15a), whereas the line (E.2b) yields a graph having one composite propag-
ator38 (5.15c). In total, we get from (E.1) a+b graphs with composite propagators (5.15a)
or (5.15c). The discussion of (5.10) is similar.

Second, we treat that contribution to (5.8) which consists of graphs with constant
index along the trajectories:
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It is clear from (5.17) that the part corresponding to the two lines (E.3a) can be writ-
ten as a sum of graphs containing (at different trajectories) two composite propagators
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The part (E.4a) gives rise to graphs with one propagator (5.15b). Due to (5.17) the part
(E.4b) yields graphs with two propagators39 (5.15a) appearing on the same trajectory.
Finally, the part (E.4c) has the same structure as the lhs of the equation, now starting
with j = 2. After iteration we obtain further graphs of the type (E.4a) and (E.4b).

Finally, we look at that contribution to (5.8) which consists of graphs where one index
component jumps forward and backward in the n1-component. We can directly use the
decomposition derived in (E.3) regarding, if the n1-index jumps up,
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This requires to process (E.3) slightly differently. The two parts (E.3a) and (E.3b) need
no further discussion, as they lead to graphs having a composite propagator (5.15a) on
the m-trajectory. We write (E.3c) as follows:
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39For the power-counting estimation one has to take into account that the product m1Q(0)
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. This means that the prefactors m1,m2 in (E.4b) combine
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θΛ2 which is required for the (5.30)-term in Proposition 13.2.
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The part (E.6c) leads according to (5.17) and (E.5) to graphs either with composite
propagators (5.15a) or with propagators
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Inserting (E.5) into (E.6a) we have
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Thus, we obtain (recall also (5.17)) a linear combination of graphs either with composite
propagator (5.15a) or with composite propagator (5.15c). In power-counting estimations,
the prefactors

√
n1+1 combine according to footnote 38 to the required ratio with the

scale θΛ2. The part (E.6b) is nothing but (E.6a) with n1 = 1 and n2 = 0.

If the index jumps down from n1 to n1− 1, then the graph with n1 = 0 does not exist.
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There is no change of the discussion of (E.3a) and (E.3b), but now (E.3c) becomes

(E.3c) =
( a∏
i=1

Qn1

n2 kπi ;kπi
n1

n2
(Λπi

)− n1

a∏
i=1

Q 1
0
kπi ;kπi

1
0
(Λπj

)
) b∏
j=1

Q 0
0
lπj ;lπj

0
0
(Λπj

) . (E.9)

Using the same steps as in (E.8) we obtain the desired representation through graphs
either with composite propagator (5.15a) or with composite propagator (5.15c).

I show in Appendix E.2 how the decomposition works in a concrete example.

E.2 Example of a difference operation for ribbon graphs

To make the considerations in Section 5.2 and Appendix E.1 about differences of graphs
and composite propagators understandable, I discuss in some detail the following example
of a planar two-leg graph:
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According to Proposition 13 it depends on the indices m1, n1,m2, n2, k whether this graph
is irrelevant, marginal, or relevant. It depends on the history of contraction of subgraphs
whether there are marginal subgraphs or not.

Let us consider m1 = k = m1+1
m2 , n2 = m1

m2 , n1 = n1+1
n2 and m2 = n1

n2 and the history
a-c-d-e-b of contraction. Then, all resulting subgraphs are irrelevant and the total graph
is marginal, which leads us to consider the following difference of graphs:
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It is important to understand that according to (5.9) the indices at the external lines of
the reference graph (with zero-indices) are adjusted to the external indices of the original
(leftmost) graph:
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Thus, all graphs with composite propagators have the same index structure at the ex-
ternal legs. When further contracting these graphs, the contracting propagator matches
the external indices of the original graph. The argumentation of 3 in the proof of Pro-
position 13 should be transparent now. In particular, it becomes understandable why the
difference (E.11) is irrelevant and can be integrated from Λ0 down to Λ. On the other
hand, the reference graph to be integrated from ΛR up to Λ becomes
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We cannot use the same procedure for the history a-b-c-d-e of contractions in (E.10),
because we end up with a marginal subgraph after the a-b contractions. According to
Definition 12.1 we have to decompose the a-b subgraph into an irrelevant (according to
Proposition 13.1) difference and a marginal reference graph:
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The two graphs in braces { } are irrelevant and integrated from Λ0 down to Λc. The
remaining piece can be written as the original φ4-vertex times a graph with vanishing
external indices, which is integrated from ΛR up to Λc and can be bounded by C ln Λ

ΛR
.

Inserting the decomposition (E.14) into (E.10) we obtain the following decomposition
valid for the history a-b-c-d-e:
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The line (E.15a) corresponds to the first graph in the braces { } of (E.14) for both
graphs on the lhs of (E.15). These graphs are already irrelevant40 so that no further
decomposition is necessary. The second graph in the braces { } of (E.14), inserted into
the lhs of (E.15), yields the line (E.15b). Finally, the last part of (E.14) leads to the line
(E.15c).

Let us also look at the relevant contribution m1 = k = n2 = m1

m2 , n1 = m2 = n1

n2 of the
graph (E.10). The history a-c-d-e-b contains irrelevant subgraphs only, and we get
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40In the right graph (E.15a) the composite propagator is according to (5.26) bounded by C
ΩθΛ2

1
θΛ2 so

that the combination with the prefactor
√

(m1+1)(n1+1) leads to the ratio
√

(m1+1
θΛ2 )(m1+1

θΛ2 ) by which
(E.15a) is suppressed over the first graph on the lhs of (E.15).
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The line (E.16a) corresponds to (E.4a), the line (E.16b) to (E.3a) and the line (E.16c) to
(E.4b).

If the history of contractions contains relevant or marginal subgraphs, we first have to
decompose the subgraphs into the reference function with vanishing external indices and
an irrelevant remainder. For instance, the decomposition relative to the history a-b-c-d-e
would be
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F Asymptotic behaviour of the propagator

For the power-counting theorem we need asymptotic formulae about the scaling beha-
viour of the cut-off propagator ∆K

nm;lk and certain index summations. We shall restrict
ourselves to the case θ1 = θ2 = θ and deduce these formulae from the numerical evalu-
ation of the propagator for a representative class of parameters and special choices of the
parameters where we can compute the propagator exactly. These formulae involve the
cut-off propagator

∆C
m1

m2
n1

n2 ; k1

k2
l1

l2

:=

{
∆m1

m2
n1

n2 ; k1

k2
l1

l2
for C ≤ max(m1,m2, n1, n2, k1, k2, l1, l2) ≤ 2C ,

0 otherwise ,
(F.1)

which according to (2.10) is the restriction of ∆m1

m2
n1

n2 ; k1

k2
l1

l2
to the support of the cut-off

propagator Λ ∂
∂Λ

∆K
m1

m2
n1

n2 ; k1

k2
l1

l2

(Λ) appearing in the Polchinski equation, with C = θΛ2.

Formula 1:

max
mr,nr,kr,lr

∣∣∣∆C
m1

m2
n1

n2 ; k1

k2
l1

l2

∣∣∣
µ0=0
≈ θ δm+k,n+l√

1
π
(16 C+12) + 6Ω

1+2Ω3+2Ω4C
(F.2)

I demonstrate in Figure 3 for selected values of the parameters that θ/(max ∆C
mn;kl) is

asymptotically reproduced by
√

1
π
(16 C+12) + 6Ω

1+2Ω3+2Ω4C.

Formula 2:

max
mr

∑

l1,l2∈N
max
kr,nr

∣∣∣∆C
m1

m2
n1

n2 ; k1

k2
l1

l2

∣∣∣
µ0=0
≈ θ (1+2Ω3)

7Ω2(C + 1)
. (F.3)

I demonstrate in Figure 4 that θ/
(
maxm

∑
l maxn,k |∆C

mn;kl|
)

is asymptotically given by
7Ω2(C + 1)/(1+2Ω3).

Formula 3:

∑

l1,l2∈N , ‖m−l‖1≥5

max
kr,nr

∣∣∣∆C
m1

m2
n1

n2 ; k1

k2
l1

l2

∣∣∣
µ0=0
≤ θ (1−Ω)4

(
15 + 4

5
‖m‖∞ + 1

25
‖m‖2∞

)

Ω2(C+1)3
. (F.4)

I verify (F.4) for several choices of the variables in Figures 5, 6 and 7.
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Figure 3: Comparison of max ∆C
mn;kl/θ (dots) with

(√
1
π
(16 C+12)+ 6Ω

1+2Ω3+2Ω4C
)−1

(solid

line). The left plot shows the inverses of both the propagator and its approximation over
C for various values of Ω. The right plot shows the propagator and its approximation over
Ω for various values of C.
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Figure 4: Comparison of θ/
(
maxm

∑
l maxn,k |∆C

mn;kl|
)

(dots) with 7Ω2(C + 1)/(1+2Ω2)
(solid line). The left plot shows the inverse propagator and its approximation over C for
three values of Ω, whereas the right plot shows the inverse propagator and its approxim-
ation over Ω for three values of C.
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Figure 5: The index summation
1

θ

( ∑

l , ‖m−l‖1≥5

max
k,r

∣∣∆C
mn;kl

∣∣
)

of the cut-off propagator

(dots) compared with
(1−Ω)4

(
15+ 4

5
‖m‖∞+ 1

25
‖m‖2∞

)
Ω2(C+1)3

(solid line), both plotted over ‖m‖∞.
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Figure 6: The inverse θ
( ∑

l , ‖m−l‖1≥5

max
k,r

∣∣∆C
mn;kl

∣∣
)−1

of the summed propagator (dots)

compared with Ω2(C+1)3

(1−Ω)4
(
15+ 4

5
‖m‖∞+ 1

25
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) (solid line), both plotted over C.
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Figure 7: The inverse θ
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∣∣
)−1

of the summed propagator (dots)

compared with Ω2(C+1)3
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(
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‖m‖∞+ 1

25
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) (solid line), both plotted over Ω.
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For Ω = 0 the mass µ0 is required as a regulator. One finds

Formula 1’:

max
mr,nr,kr,lr

∣∣∣∆C
m1

m2
n1

n2 ; k1

k2
l1

l2

∣∣∣
Ω=0
≈

√
πθ δm+k,n+l

(1 +
√
µ2

0θ)
√

16 C+12
. (F.5)

The corresponding asymptotics is demonstrated in Figure 8.
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Figure 8: Comparison of θ/
(
max ∆C

mn;kl

)
for Ω = 0 (dots) with (1+

√
µ2

0θ)
√

16 C+12/
√
π

(solid line), for selected values of µ2
0θ.

Formula 2’:

max
mr

∑

l1,l2∈N
max
kr,nr

∣∣∣∆C
m1

m2
n1

n2 ; k1

k2
l1

l2

∣∣∣
Ω=0
≈ 1.1

µ2
0

1 + µ2
0θC

3 + µ2
0θC

. (F.6)

The corresponding asymptotics is demonstrated in Figure 9.
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Figure 9: Comparison of max ∆C
mn;kl/θ for Ω = 0 (dots) with 1.1
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(solid line), for

selected values of µ2
0θ.
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G The β-function

Knowing that the duality-covariant noncommutative φ4-model associated with the clas-
sical action (1.5) is renormalisable, it is interesting to compute the βλ- and βΩ-functions
which describe the renormalisation of the coupling constant λ and of the oscillator fre-
quency Ω. Whereas I have previously proven the renormalisability of the model in the
Wilson-Polchinski approach [WK74, Pol84] adapted to non-local matrix models, I com-
pute now the one-loop βλ- and βΩ-functions by standard Feynman graph calculations. Of
course, these are Feynman graphs parametrised by matrix indices instead of momenta.
The computation relies heavily on the power-counting behaviour given by Proposition 13,
which allows us to ignore in the β-functions all non-planar graphs and the detailed index
dependence of the planar two- and four-point graphs. Thus, only the lowest-order (dis-
crete) Taylor expansion of the planar two- and four-point graphs can contribute to the
β-functions. This means that I cannot refer to the usual symmetry factors of commutative
φ4-theory so that I have to carefully recompute the graphs.

There are interesting consequences for the limiting cases Ω = 1 and Ω = 0.

G.1 The renormalisation group equation

The computation of the expansion coefficients

Γm1n1;...;mNnN
:=

1

N !

∂NΓ[φc`]

∂φc`m1n1
. . . ∂φc`mNnN

(G.1)

of the effective action (3.52) on page 34) involves possibly divergent sums over undeter-
mined loop indices. Therefore, we have to introduce a (sharp) cut-off N for all loop
indices. According to Definition 12, the expansion coefficients (G.1) can be decomposed
into a relevant/marginal and an irrelevant piece. As a result of the renormalisation proof,
the relevant/marginal parts have—after a rescaling of the field amplitude—the same form
as in the initial action (1.5), (3.42) and (3.45), now parametrised by the “physical” mass,
coupling constant and oscillator frequency:

Γrel/marg[Zφc`] = S
[
φc`;µphys, λphys,Ωphys

]
. (G.2)

In the renormalisation process, the physical quantities µ2
phys, λphys and Ωphys are kept con-

stant with respect to the cut-off N . This is achieved by starting from a carefully adjusted
initial action S

[Z[N ]φ, µ0[N ], λ[N ],Ω[N ]
]
, which gives rise to the bare effective action

Γ
[
φc`;µ0[N ], λ[N ],Ω[N ],N ]

. Expressing the bare parameters µ0, λ,Ω as a function
of the physical quantities and the cut-off, the expansion coefficients of the renormalised
effective action

ΓR[φc`;µphys, λphys,Ωphys] := Γ
[Z[N ]φc`, µ0[N ], λ[N ],Ω[N ],N ]∣∣∣

µphys,λphys,Ωphys=const

(G.3)

are finite and convergent in the limit N →∞. In other words,

lim
N→∞

N d

dN
(
ZN [N ]Γm1n1;...;mNnN

[
µ0[N ], λ[N ],Ω[N ],N ])

= 0 . (G.4)
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This implies the renormalisation group equation

lim
N→∞

(
N ∂

∂N +Nγ + µ2
0βµ0

∂

∂µ2
0

+ βλ
∂

∂λ
+ βΩ

∂

∂Ω

)
Γm1n1;...;mNnN

[µ0, λ,Ω,N ] = 0 , (G.5)

where

βµ0 =
1

µ2
0

N ∂

∂N
(
µ2

0[µphys, λphys,Ωphys,N ]
)
, (G.6)

βλ = N ∂

∂N
(
λ[µphys, λphys,Ωphys,N ]

)
, (G.7)

βΩ = N ∂

∂N
(
Ω[µphys, λphys,Ωphys,N ]

)
, (G.8)

γ = N ∂

∂N
(

lnZ[µphys, λphys,Ωphys,N ]
)
. (G.9)

G.2 One-loop computations

Defining (∆J)mn :=
∑

p,q∈N2 ∆mn;pqJpq we write (parts of) the generating functional (3.51),
page 34, of connected Green’s functions up to second order in λ:

W [J ] = lnZ[0] + 4π2θ2
∑

m,n,k,l∈N2

1

2
Jmn∆mn;klJkl

− (4π2θ2)
λ

4!

∑

m,n,k,l∈N2

{
(∆J)ml(∆J)lk(∆J)kn(∆J)nm

+
1

4π2θ2

(
∆nm;kn(∆J)ml(∆J)lk + ∆kn;lk(∆J)nm(∆J)ml

+ ∆nm;ml(∆J)lk(∆J)kn + ∆lk;ml(∆J)kn(∆J)nm

)

+
1

4π2θ2

(
∆nm;lk(∆J)kn(∆J)ml + ∆kn;ml(∆J)nm(∆J)lk

)

+
1

(4π2θ2)2

((
∆nm;kn∆lk;ml + ∆kn;lk∆nm;ml

)
+ ∆nm;lk∆kn;ml

)}

+
λ2

2(4!)2

∑

m,n,k,l,r,s,t,u∈N2

{[(
∆ml;sr∆lk;ts(∆J)kn(∆J)nm + ∆ml;sr∆kn;ts(∆J)lk(∆J)nm

+ ∆ml;sr∆nm;ts(∆J)lk(∆J)kn + ∆lk;sr∆ml;ts(∆J)kn(∆J)nm

+ ∆lk;sr∆kn;ts(∆J)ml(∆J)nm + ∆lk;sr∆nm;ts(∆J)ml(∆J)kn

+ ∆kn;sr∆ml;ts(∆J)lk(∆J)nm + ∆kn;sr∆lk;ts(∆J)ml(∆J)nm

+ ∆kn;sr∆nm;ts(∆J)ml(∆J)lk + ∆nm;sr∆ml;ts(∆J)lk(∆J)kn

+ ∆nm;sr∆lk;ts(∆J)ml(∆J)kn + ∆nm;sr∆kn;ts(∆J)ml(∆J)lk

)

× (∆J)ru(∆J)ut

+ 5 permutations of ts, sr, ru, ut

]

+ 1PI-contributions with ≤ 2 J ’s + 1PR-contributions

}
+O(λ3) . (G.10)
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In second order in λ we get a huge number of terms so that we display only the 1PI
contribution with four J ’s.

For the classical field (3.53) we have φc`mn =
∑

p,q∈N2 ∆nm;pqJpq +O(λ) so that

Jpq =
∑

r,s∈N2

Gqp;rsφ
c`
rs +O(λ) . (G.11)

The remaining part not displayed in (G.11) removes the 1PR-contributions when passing
to Γ[φc`]. We thus obtain

Γ[φc`] = Γ[0]

+ 4π2θ2
∑

m,n,k,l∈N2

1

2

{
Gmn;kl +

λ

6(4π2θ2)

(
δml

∑

p∈N2

∆pn;kp + δkn
∑

p∈N2

∆mp;pl

)
(G.12a)

+
λ

6(4π2θ2)
∆ml;kn +O(λ2)

}
φc`mnφ

c`
kl (G.12b)

+ 4π2θ2
∑

m,n,k,l,r,s,t,u∈N2

λ

4!

{
δnkδlrδstδum (G.12c)

− λ

2(4!)(4π2θ2)

( ∑

p,q∈N2

(
4∆mp;qs∆pl;tqδknδur + 4∆kp;qs∆pn;tqδmlδur

+ 4∆pl;rq∆mp;quδnkδst + 4∆pn;rq∆kp;quδmlδst
)

(G.12d)

+
∑

p∈N2

(
4∆ml;ps∆kn;tpδur + 4∆kn;ps∆ml;tpδur + 4∆mp;ts∆pl;ruδnk

+ 4∆pl;ts∆mp;ruδnk + 4∆kp;ts∆pn;ruδml + 4∆pn;ts∆kp;ruδml

+ 4∆ml;rp∆kn;puδst + 4∆kn;rp∆ml;puδst
)

(G.12e)

+
∑

p,q∈N2

(
4∆pl;qs∆mp;tqδnkδur + 4∆pn;qs∆kp;tqδmlδur

+ 4∆kp;rq∆pn;quδmlδst + 4∆mp;rq∆pl;quδnkδst
)

(G.12f)

+ 4∆ml;ts∆kn;ru + 4∆kn;ts∆ml;ru

)
+O(λ2)

}
φc`mnφ

c`
klφ

c`
rsφ

c`
tu (G.12g)

+O(
(φc`)6

)
.

Here, (G.12a) contains the contribution to the planar two-point function and (G.12b) the
contribution to the non-planar two-point function. Next, (G.12c) and (G.12d) contribute
to the planar four-point function, whereas (G.12e), (G.12f) and (G.12g) constitute three
different types of non-planar four-point functions.

Introducing the cut-off pi, qi ≤ N in the internal sums over p, q ∈ N2, we split the
effective action according to Definition 12 (and its consistency proof, Proposition 13) as
follows into a relevant/marginal and an irrelevant piece (Γ[0] can be ignored):

Γ[φc`] ≡ Γrel/marg[φ
c`] + Γirrel[φ

c`] , (G.13)
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Γrel/marg[φ
c`] = 4π2θ2

∑

m,n,k,l∈N2

1

2

{
Gmn;kl +

λ

6(4π2θ2)
δmlδkn

(
2

N∑

p1,p2=0

∆ 0
0

p1

p2 ;
p1

p2
0
0

+ (m1+n1+m2+n2)
N∑

p1,p2=0

(
∆ 1

0
p1

p2 ;
p1

p2
1
0

−∆ 0
0

p1

p2 ;
p1

p2
0
0

))
+O(λ2)

}
φc`mnφ

c`
kl

+ 4π2θ2
∑

m,n,k,l∈N2

λ

4!

{
1− λ

3(4π2θ2)

N∑

p1,p2=0

(
∆ 0

0
p1

p2 ;
p1

p2
0
0

)2
+O(λ2)

}
φc`mnφ

c`
nkφ

c`
klφ

c`
lm .

(G.14)

To the marginal four-point function and the relevant two-point function there contribute
only the projections to planar graphs with vanishing external indices. The marginal two-
point function is given by the next-to-leading term in the discrete Taylor expansion about
vanishing external indices. At one-loop order there is no correction to the non-diagonal
terms of Gmn;kl.

In a regime where λ[N ] is so small that the perturbative expansion is valid in
(G.14), the irrelevant part Γirrel can be completely ignored. Comparing (G.14) with
the initial action according to (3.42) and (3.45), page 33, we have Γrel/marg[Zφc`] =
S
[
φc`;µphys, λphys,Ωphys

]
with

Z = 1− λ

192π2θ

N∑

p1,p2=0

(
∆ 1

0
p1

p2 ;
p1

p2
1
0

−∆ 0
0

p1

p2 ;
p1

p2
0
0

)
+O(λ2) , (G.15)

µ2
phys = µ2

0

(
1 +

λ

12π2θ2µ2
0

N∑

p1,p2=0

(
2∆ 0

0
p1

p2 ;
p1

p2
0
0

−∆ 1
0

p1

p2 ;
p1

p2
1
0

)

− λ

96π2θ

N∑

p1,p2=0

(
∆ 1

0
p1

p2 ;
p1

p2
1
0

−∆ 0
0

p1

p2 ;
p1

p2
0
0

)
+O(λ2)

)
, (G.16)

λphys = λ
(
1− λ

12π2θ2

N∑

p1,p2=0

(
∆ 0

0
p1

p2 ;
p1

p2
0
0

)2

− λ

48π2θ

N∑

p1,p2=0

(
∆ 1

0
p1

p2 ;
p1

p2
1
0

−∆ 0
0

p1

p2 ;
p1

p2
0
0

)
+O(λ2)

)
, (G.17)

Ωphys = Ω
(
1 +

λ(1−Ω2)

192π2θΩ2

N∑

p1,p2=0

(
∆ 1

0
p1

p2 ;
p1

p2
1
0

−∆ 0
0

p1

p2 ;
p1

p2
0
0

)
+O(λ2)

)
. (G.18)

Solving (G.16), (G.17) and (G.18) for the bare quantities, we obtain to one-loop order

µ2
0[µphys, λphys,Ωphys,N ]

= µ2
phys

(
1− λphys

12π2θ2µ2
phys

N∑

p1,p2=0

∆ 0
0

p1

p2 ;
p1

p2
0
0

+
λphys

96π2θ

(
1 +

8

θµ2
phys

) N∑

p1,p2=0

(
∆ 1

0
p1

p2 ;
p1

p2
1
0

−∆ 0
0

p1

p2 ;
p1

p2
0
0

)
+O(λ2

phys)
)
, (G.19)
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λ[µphys, λphys,Ωphys,N ]

= λphys

(
1 +

λphys

12π2θ2

N∑

p1,p2=0

(
∆ 0

0
p1

p2 ;
p1

p2
0
0

)2
+

λphys

48π2θ

N∑

p1,p2=0

(
∆ 1

0
p1

p2 ;
p1

p2
1
0

−∆ 0
0

p1

p2 ;
p1

p2
0
0

)

+O(λ2
phys)

)
, (G.20)

Ω[µphys, λphys,Ωphys,N ]

= Ωphys

(
1− λphys(1−Ω2

phys)

192π2θΩ2
phys

N∑

p1,p2=0

(
∆ 1

0
p1

p2 ;
p1

p2
1
0

−∆ 0
0

p1

p2 ;
p1

p2
0
0

)
+O(λ2

phys)
)
. (G.21)

Inserting (3.49), page 33, into (G.20) we can now compute the βλ-function (G.7) up
to one-loop order, omitting the index phys on µ2 and Ω for simplicity:

βλ =
λ2

phys

48π2
N ∂

∂N
N∑

p1,p2=0

{ 
 2F1

(
1 ,

µ2
0θ

8Ω
− 1

2
(p1+p2)

2+
µ2
0θ

8Ω
+ 1

2
(p1+p2)

∣∣∣ (1−Ω)2

(1+Ω)2

)

(1+Ω)2(1 +
µ2

0θ

8Ω
+ 1

2
(p1+p2))




2

+

p1(1−Ω)2
2F1

(
3 ,

1+µ2
0θ

8Ω
− 1

2
(p1+p2+1)

3+
µ2
0θ

8Ω
+ 1

2
(p1+p2+1)

∣∣∣ (1−Ω)2

(1+Ω)2

)

(1+Ω)4
(

1
2
+
µ2

0θ

8Ω
+1

2
(p1+p2)

)(
3
2
+
µ2

0θ

8Ω
+1

2
(p1+p2)

)(
5
2
+
µ2

0θ

8Ω
+1

2
(p1+p2)

)

+
2F1

(
1 ,

µ2
0θ

8Ω
− 1

2
(p1+p2+1)

2+
µ2
0θ

8Ω
+ 1

2
(p1+p2+1)

∣∣∣ (1−Ω)2

(1+Ω)2

)

2(1+Ω)2(3
2

+
µ2

0θ

8Ω
+ 1

2
(p1+p2))

−
2F1

(
1 ,

µ2
0θ

8Ω
− 1

2
(p1+p2)

2+
µ2
0θ

8Ω
+ 1

2
(p1+p2)

∣∣∣ (1−Ω)2

(1+Ω)2

)

2(1+Ω)2(1 +
µ2

0θ

8Ω
+ 1

2
(p1+p2))

+O(λphys)

}
.

(G.22)

Symmetrising the numerator in the second line p1 7→ 1
2
(p1+p2) and using the expansions

2F1

(1 , a− p
b+ p

∣∣∣z
)

=
1

1+z
+
z(a+b) + z2(a+b−2)

p(1+z)3
+O(p−2) ,

2F1

(3 , a− p
b+ p

∣∣∣z
)

=
1

(1+z)3
+O(p−1) , (G.23)

which are valid for large p, we obtain up to irrelevant contributions vanishing in the limit
N →∞

βλ =
λ2

phys

48π2
N ∂

∂N
N∑

p1,p2=0

1

(1+Ω2
phys)

2

1(
1 + p1+p2

)2

{
1 +

(1−Ω2
phys)

2

2(1+Ω2
phys)

− (1+Ω2
phys)

2

}

+O(λ3
phys) +O(N−1)

=
λ2

phys

48π2

(1−Ω2
phys)

(1+Ω2
phys)

3
+O(λ3

phys) +O(N−1) . (G.24)

Similarly, one obtains

βΩ =
λphysΩphys

96π2

(1−Ω2
phys)

(1+Ω2
phys)

3
+O(λ2

phys) +O(N−1) , (G.25)
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βµ0 = − λphys

48π2θµ2
phys(1+Ω2

phys)

(
4N ln(2) +

(8+θµ2
phys)Ω

2
phys

(1+Ω2
phys)

2

)

+O(λ2
phys) +O(N−1) , (G.26)

γ =
λphys

96π2

Ω2
phys

(1+Ω2
phys)

3
+O(λ2

phys) +O(N−1) . (G.27)

G.3 Discussion

I have computed the one-loop β- and γ-functions in real four-dimensional duality-covariant
noncommutative φ4-theory. Remarkably, this model has a one-loop contribution to the
wavefunction renormalisation which compensates partly the contribution from the planar
one-loop four-point function to the βλ-function. The one-loop βλ-function is non-negative
and vanishes in the distinguished case Ω = 1 of the duality-invariant model, see (3.31).
At Ω = 1 also the βΩ-function vanishes. This is of course expected (to all orders), because

for Ω = 1 the propagator (3.49) is diagonal, ∆m1

m2
n1

n2 ; k1

k2
l1

l2

∣∣
Ω=1

=
δm1l1δk1n1δm2l2δk2n2

µ2
0+(4/θ)(m1+m2+n1+n2+2)

, so

that the Feynman graphs never generate terms with |mi − li| = |ni − ki| = 1 in (3.45).
The similarity of the duality-invariant theory with the exactly solvable models dis-

cussed in [LSZ04] suggests that also the βλ-function vanishes to all orders for Ω = 1.
Whereas the model discussed here deals with real fields, the construction in [LSZ04] re-
quires complex fields. Therefore, one has to be careful with a direct comparison of both
models. However, the planar graphs of a real and a complex φ4-model are very similar so
that one can expect identical βλ-functions (possibly up to a global factor) for the com-
plex and the real model. Since a main feature of [LSZ04] was the independence on the
dimension of the space, the model with Ω = 1 and matrix cut-off N should be (more or
less) equivalent to a two-dimensional model, which according to Appendix H has a mass
renormalisation only. Therefore, I conjecture a vanishing βλ-function in four-dimensional
duality-invariant noncommutative φ4-theory to all orders.

The most surprising result is that the one-loop βΩ-function also vanishes for Ω→ 0. We
cannot directly set Ω = 0, because the hypergeometric functions in (G.22) become singular
and the expansions (G.23) are not valid. Moreover, the proof of Proposition 13 used to
project to the relevant/marginal part of the effective action (G.14) requires Ω > 0, too.
However, in the same way as in the renormalisation of two-dimensional noncommutative
φ4-theory performed in Appendix H, it should be possible to switch off Ω very weakly
with the cut-off N , e.g. with

Ω = e−
(

ln(1+ln(1+N ))
)2

. (G.28)

The decay (G.28) for large N over-compensates the growth of any polynomial in lnN ,
which according to Proposition 13 is the bound for the graphs contributing to a renorm-
alisation of Ω. On the other hand, (G.28) does not modify the expansions (G.23). Thus,
in the limit N →∞, we have constructed the usual noncommutative φ4-theory given by
Ω = 0 in (1.5) at the one-loop level. This is not so much surprising, because the UV/IR-
mixing becomes a problem only at higher loop order [MVRS00]. Nevertheless, it would
be very interesting to know whether this construction of the noncommutative φ4-theory
as the limit of a sequence (G.28) of duality-covariant φ4-models can be extended to higher
loop order.
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We also notice that the one-loop βλ- and βΩ-functions are independent of the noncom-
mutativity scale θ. There is, however a contribution to the one-loop mass renormalisation
via the dimensionless quantity µ2

physθ, see (G.26).
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H Renormalisation of noncommutative φ4-theory in

two dimensions

The traditional UV/IR-mixing problem [MVRS00] is less severe in models with only log-
arithmic divergences, such as the noncommutative φ4-model in two dimensions. Applying
the power-counting analysis of [CR00, CR01] to the real φ4-model on noncommutative R2,
one finds “that the divergences from all connected Green’s functions at non-exceptional
external momenta can be removed in the counter-term approach” (literally quoted from
[CR01, §4.3]). However, non-exceptional momenta can become arbitrarily close to excep-
tional momenta so that the renormalised Green’s functions are unbounded. Although one
can probably live with that, it is not a desired feature of a quantum field theory.

I will apply here the techniques developed in the main part of the Habilitation thesis to
the two-dimensional case. Again, the introduction of the harmonic oscillator potential is
necessary in order to prove renormalisability. However, in contrast to the four-dimensional
case, the oscillator potential can now be removed in a consistent manner with the limit
Λ0 → ∞. I prove that there exists a Λ0-dependence of the oscillator frequency Ω with
limΛ0→∞ Ω = 0 such that the effective action at ΛR is convergent (and thus bounded) order
by order in the coupling constant in the limit Λ0 → ∞. This means that the partition
function of the original (translation-invariant) φ4-model is solved by Feynman graphs with
propagators cut-off at ΛR and vertices given by the bounded expansion coefficients of the
effective action at ΛR. Hence, this model is renormalisable (in fact super-renormalisable),
and there is no problem with exceptional configurations.

H.1 The power-counting behaviour

Our starting point is the two-dimensional version of the action (1.5) on page 5, which in
the matrix base developed in Section 3.3 takes the form (3.42), page 32, now with D = 2
and
√

det θ = θ1 ≡ θ. The two-dimensional kinetic matrix is given in (3.44). Its inverse,
the propagator, takes in two dimensions the form

∆mn;kl = δm+k,n+l
θ

2(1+Ω)2

min(m+l,n+k)
2∑

v=
|m−l|

2

(1−Ω

1+Ω

)2v

B
(

1
2
+
µ2

0θ

8Ω
+1

2
(m+k)−v, 1+2v

)

× 2F1

(
1+2v , 1

2
+
µ2

0θ

8Ω
−1

2
(m+k)+v

3
2
+
µ2

0θ

8Ω
+1

2
(m+k)+v

∣∣∣∣
(1−Ω)2

(1+Ω)2

)√(
n

v+n−k
2

)(
k

v+k−n
2

)(
m

v+m−l
2

)(
l

v+ l−m
2

)
.

(H.1)

The limit Ω→ 0 is given by

∆
(Ω=0)
mn;kl =

θ

2
δm+k,n+l

min(m+l,n+k)
2∑

v=
|m−l|

2

√(
n

v+n−k
2

)(
k

v+k−n
2

)(
m

v+m−l
2

)(
l

v+ l−m
2

)

× (2v)! Ψ

(
2v+1, 2v−m−k−1,

µ2
0θ

2

)
. (H.2)
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We proceed with the renormalisation scheme of flow equations for non-local matrix
models developed in Section 4. In particular, the effective action is expanded according to
(4.51), for D = 2, the coefficients A

(V )
m1n1;...;mNnN of which are interpreted by ribbon graphs

γ. To renormalise the model we first have to integrate the matrix Polchinski equation
(4.52) starting from mixed boundary conditions—the magic of renormalisation. The right
choice, related to the initial interaction at Λ = Λ0,

L[φ,Λ0,Λ0, ρ
0] =

∑

m,n∈N

1

2πθ

(1

2
ρ0 φmnφnm

)
+

∑

m,n,k,l∈N

λ

4!
φmnφnkφklφlm , (H.3)

is the following:

Definition 17 We consider ribbon graphs γ which result from a history of contractions
of subgraphs which at each contraction step have already been integrated according to the
rules given below.

1. The one-vertex (V=1) planar (B=1, g=0, ι=0) (N=2)-point function is integrated as
follows:

A(1,1,1,0,0)
mn;nm [Λ,Λ0,Ω, ρ

0] :=




−

∫ Λ0

Λ

dΛ′

Λ′

∞∑

l=0



��
��� ����	

��
��

m

n n
m

l −

��
��� ����	

��
��

m

n n
m

l

0 0




[Λ′]

+

∫ Λ

ΛR

dΛ′

Λ′

∞∑

l=0



��
��� ����	

��
��

0

0 0
0

l




[Λ′]





+
{
m↔ n

}

+ A
(1,1,1,0,0)
00;00 [ΛR,Λ0,Ω, ρ

0] . (H.4)

The propagator in the graphs of (H.4) is Qml;lm(Λ′) and Q0l;l0(Λ
′), respectively.

2. Any other function (with V +B +N > 4) is integrated according to

A(V,V e,B,g,ι)
m1n1;...;mNnN

[Λ] := −
∫ Λ0

Λ

dΛ′

Λ′

( ̂
Λ′

∂

∂Λ′
A

(V,V e,B,g,ι)
m1n1;...;mNnN [Λ′]

)
. (H.5)

As before, the wide hat over the Λ′-derivative on the rhs of (H.5) indicates that the rhs
of the matrix Polchinski equation (4.52) has to be inserted.

We identify ρ0 ≡ ρ[Λ0,Λ0,Ω, ρ
0], see (H.3), and put

ρ[Λ,Λ0,Ω, ρ
0] := A

(1,1,1,0,0)
00;00 [Λ,Λ0,Ω, ρ

0] , ρR := ρ[ΛR,Λ0,Ω, ρ
0] . (H.6)

We are free to choose the initial condition ρR = 0, which identifies the parameter µ0 in
the propagator (H.1) as the renormalised mass at the renormalisation scale ΛR.
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Since the propagator in (H.4) is the differentiated cut-off propagator (4.53), page 47,
with µ2 = 1

2πθ
, we can immediately perform the integration in (H.4):

A
(1,1,1,0,0)
00;00 [Λ,Λ0,Ω, ρ

0] =
1

2πθ

∞∑

l=0

2
(
∆K

0l;l0(Λ)−∆K
0l;l0(ΛR)

)
+ ρR . (H.7)

Using (4.10) and the cut-off function of (2.10) as well as the first equation (G.23) we thus
obtain

∣∣A(1,1,1,0,0)
00;00 [Λ,Λ0,Ω, ρ

0]
∣∣ ≤ |ρR|+ 1

πθ

2θΛ2∑

l=θΛ2
R

∆0l;l0(Λ)

= |ρR|+
2θΛ2∑

l=θΛ2
R

2F1

(
1 , 1

2
+
µ2

0θ

8Ω
− l

2

3
2
+
µ2

0θ

8Ω
+ l

2

∣∣∣∣
(1−Ω)2

(1+Ω)2

)

π(1+Ω)2
(
l+1+

µ2
0θ

4Ω

)

= |ρR|+
2θΛ2∑

l=θΛ2
R

( 1

2π(1+Ω2)
(
l+1+

µ2
0θ

4Ω

) +O(l−2)
)

≤ P 1
[
ln

Λ

ΛR

]
. (H.8)

This estimation requires Λ2Ω À µ2
0. On the other hand, it is also valid for Ω = 0 as the

insertion of (H.2) into the first line of (H.8) shows.
Next, we compute the difference

(
A(1,1,1,0,0)
mn;nm − A(1,1,1,0,0)

00;00

)
[Λ,Λ0,Ω, ρ

0]

=
1

2πθ

∞∑

l=0

((
∆K
ml;lm(Λ)−∆K

0l;l0(Λ)
)− (

∆K
ml;lm(Λ0)−∆K

0l;l0(Λ0)
))

+ {m 7→ n} . (H.9)

We have
(
∆ml;lm(Λ)−∆0l;l0(Λ)

)∣∣∣
l≥m

=
θ

2(1+Ω)2

m∑
v=1

(1−Ω

1+Ω

)2v

B
(

1
2
+
µ2

0θ

8Ω
+1

2
(m+l)−v, 1+2v

)

× 2F1

(
1+2v , 1

2
+
µ2

0θ

8Ω
−1

2
(m+l)+v

3
2
+
µ2

0θ

8Ω
+1

2
(m+l)+v

∣∣∣∣
(1−Ω)2

(1+Ω)2

)(
m

v

)(
l

v

)
(H.10a)

+
θ

(1+Ω)2




2F1

(
1 , 1

2
+
µ2

0θ

8Ω
−m+l

2

3
2
+
µ2

0θ

8Ω
+m+l

2

∣∣∣∣
(1−Ω)2

(1+Ω)2

)

(
m+l+1+

µ2
0θ

4Ω

) −
2F1

(
1 , 1

2
+
µ2

0θ

8Ω
− l

2

3
2
+
µ2

0θ

8Ω
+ l

2

∣∣∣∣
(1−Ω)2

(1+Ω)2

)

(
l+1+

µ2
0θ

4Ω

)


 (H.10b)

We insert (G.23) into the part (H.10b) and obtain

(H.10b) = − θ

2(1+Ω2)(m+l+1+
µ2

0θ

4Ω
)

( m

l+1
+O(

(m
l
)2

))
. (H.11)
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Using (G.23), the leading contribution to the part (H.10a) comes from v = 1. The other
terms v > 1 are suppressed with

(
4ml

(m+l)2

)v
:

(H.10a) =
θ(1−Ω2)

(1+Ω2)3(m+l+1+
µ2

0θ

4Ω
)

(
ml

(m+l+3+
µ2

0θ

4Ω
)(m+l−1+

µ2
0θ

4Ω
)

+O(
(m
l
)2

))
. (H.12)

Taking the cut-off function into account, we thus conclude from (H.9)

∣∣∣
(
A(1,1,1,0,0)
mn;nm − A(1,1,1,0,0)

00;00

)
[Λ,Λ0,Ω, ρ

0]
∣∣∣
m,n≤θΛ2

≤ C
max(m,n)

θΛ2
. (H.13)

We have used
∑2θΛ2

0−1

l=θΛ2
1
l2

= ψ′(θΛ2)− ψ′(2θΛ2
0) = 1

θΛ2 +O(
(θΛ2)−2

)
, where ψ(x) = Γ′(x)

Γ(x)
.

As in the four-dimensional case, we compute numerically the asymptotic behaviour of
the propagator (H.1). Up to a numerical factor, the result agrees with the four-dimensional
one:

∣∣Qmn;kl(Λ)
∣∣ ≤ C0

ΩθΛ2
δm+k,n+l (H.14)

max
m

∑

l

max
n,k

∣∣Qmn;kl(Λ)
∣∣ ≤ C1

Ω2θΛ2
, (H.15)

for Ω > 0. I refer to [GW03b] for plots of the asymptotic behaviour. These plots involve

the variable ω =
(

1−Ω2

1+Ω2

)2
and were obtained without the knowledge of the explicit solution

(H.1) of the propagator, but the conclusion is unchanged.
We thus insert the scaling exponents

(µ
Λ

)δ0
=

1

ΩθΛ2
,

(µ
Λ

)δ1
=

1

Ω2θΛ2
,

(Λ

µ

)δ2
=

1

Ω
(H.16)

obtained by comparing (4.55)–(4.57) on page 47 with (H.15) into the general power-
counting estimation of Theorem 10 on page 48 and conclude:

Proposition 18 The homogeneous parts A
(V,V e,B,g,ι)
m1n1;...;mNnN of the coefficients of the effective

action of the duality-covariant noncommutative φ4-model in two dimensions are for 2 ≤
N ≤ 2V+2 and

∑N
i=1(mi−ni) = 0 bounded by

∑
Es

∣∣A(V,V e,B,g,ι)
m1n1;...;mNnN

[Λ,Λ0,Ω, ρ
0]

∣∣ ≤
( 1

θΛ2

)(V−1)+(B+2g−1)( 1

Ω

)3V−N
2
−1+B+2g−V e−ι+s

× P V−N
2
−B−2g+2

δN,2δV +B,2

[m1n1; . . . ;mNnN
θΛ2

]
P 2V−N

2

[
ln

Λ

ΛR

]
.

(H.17)

We have A
(V,V e,B,g,ι)
m1n1;...;mNnN ≡ 0 for N > 2V+2 or

∑N
i=1(mi−ni) 6= 0.

Proof. Only the appearance of the factor (5.30), page 59, is questionable. The only source
of this factor is the planar one-loop two-point function (H.13). According to (5.38), this
factor survives the iteration process to more complicated graphs which contain (H.4) as
a subgraph. There can be as many factors mi

θΛ2 , for large mi, as there are subgraphs of
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this kind, generated by a history of contractions where these subgraphs are independent
one-loop graphs. This number is bounded by the total number of inner loops, which is
V − N

2
−B − 2g + 2. ¤

As the estimation (H.17) is independent of Λ0 and only one initial condition in (H.4)
for the mass renormalisation is necessary, we see immediately that the duality-covariant
noncommutative φ4

2-model is renormalisable, in fact super-renormalisable. I could easily
prove a convergence theorem as in Section 6. However, I can even prove more, namely,
that the limit Ω→ 0 of the model exists. This is the subject of the next Section.

H.2 The limit Ω→ 0

The idea is to couple the oscillator frequency Ω to the initial scale Λ0 in such a way that

• for finite Λ0 we have Ω[Λ0] > 0,

• limΛ0→∞ Ω[Λ0] = 0.

Instead of (6.1) on page 68, we now consider the identity

L[ΛR,Λ
′
0,Ω[Λ′0], ρ

0[Λ′0]]− L[ΛR,Λ
′′
0,Ω[Λ′′0], ρ

0[Λ′′0]]

≡
∫ Λ′0

Λ′′0

dΛ0

Λ0

(
Λ0

d

dΛ0

L[ΛR,Λ0,Ω[Λ0], ρ
0[Λ0]]

)

=

∫ Λ′0

Λ′′0

dΛ0

Λ0

(
Λ0
∂L[ΛR,Λ0,Ω, ρ

0]

∂Λ0

+Λ0
dΩ

dΛ0

∂L[ΛR,Λ0,Ω, ρ
0]

∂Ω
+Λ0

dρ0

dΛ0

∂L[ΛR,Λ0,Ω, ρ
0]

∂ρ0

)
.

(H.18)

We have omitted for simplicity the dependence of L on φ. The model is defined by fixing
the initial condition for ρR in (H.6) independently of Λ0,

0 = dρ
[
ΛR,Λ0,Ω[Λ0], ρ

0[Λ0]
]

=
∂ρ[ΛR,Λ0,Ω, ρ

0]

∂Λ0

dΛ0 +
∂ρ[ΛR,Λ0,Ω, ρ

0]

∂Ω
dΩ +

∂ρ[ΛR,Λ0,Ω, ρ
0]

∂ρ0
dρ0 . (H.19)

Assuming that the inverse function ρ0[ΛR,Λ0,Ω, ρ
R] exists, which is the case in perturb-

ation theory, we get

dρ0

dΛ0

= − ∂ρ0

∂ρ[ΛR,Λ0,Ω, ρ0]

∂ρ[ΛR,Λ0,Ω, ρ
0]

∂Λ0

− ∂ρ0

∂ρ[ΛR,Λ0,Ω, ρ0]

∂ρ[ΛR,Λ0,Ω, ρ
0]

∂Ω

dΩ

dΛ0

.

(H.20)

Inserting (H.20) into (H.18) we obtain

L[φ,ΛR,Λ
′
0,Ω[Λ′0], ρ

0[Λ′0]]− L[φ,ΛR,Λ
′′
0,Ω[Λ′′0], ρ

0[Λ′′0]]

=

∫ Λ′0

Λ′′0

dΛ0

Λ0

R[φ,ΛR,Λ0,Ω[Λ0], ρ
0[Λ0]] , (H.21)
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where

R[φ,Λ,Λ0,Ω, ρ
0] := Λ0

∂L[φ,Λ,Λ0,Ω, ρ
0]

∂Λ0

+
∂L[φ,Λ,Λ0,Ω, ρ

0]

∂Ω
Λ0

dΩ

dΛ0

− ∂L[φ,Λ,Λ0,Ω, ρ
0]

∂ρ0

∂ρ0

∂ρ[Λ,Λ0,Ω, ρ0]
Λ0
∂ρ[Λ,Λ0,Ω, ρ

0]

∂Λ0

− ∂L[φ,Λ,Λ0,Ω, ρ
0]

∂ρ0

∂ρ0

∂ρ[Λ,Λ0,Ω, ρ0]

∂ρ[Λ,Λ0,Ω, ρ
0]

∂Ω
Λ0

dΩ

dΛ0

. (H.22)

In the same way as in (6.45) on page 80, R projects to the complement of the distinguished
function (H.6). It is remarkable that the additional Ω-discussion does not modify the
differential equations (6.11) and (6.13) for the Λ-derivatives. We write the first one directly
in component form analogous to (6.17) on page 71:

Λ
∂

∂Λ
R(V )
m1n1;...;mNnN

[Λ,Λ0, ρ
0]

=

{ N∑
N1=2

V−1∑
V1=1

∑

m,n,k,l∈N
Qnm;lk(Λ)A(V1)

m1n1;...;mN1−1nN1−1;mn[Λ]R
(V−V1)
mN1

nN1
;...;mNnN ;kl[Λ]

+
((

N

N1−1

)
− 1

)
permutations

}
−

∑

m,n,k,l∈N

1

2
Qnm;lk(Λ)R

(V )
m1n1;...;mNnN ;mn;kl[Λ]

−H(V−1)
m1n1;...;mNnN

[Λ]

{
− 1

2

∑

m,n,k,l∈N
Qnm;lk(Λ)R

(1)
0
0

0
0
; 0
0

0
0
;mn;kl

[Λ]

}

[Def. 17.1]

. (H.23)

According to Definition 17.1, only the restriction to one-vertex two-point functions can
contribute. Now, in complete analogy to (6.49) on page 82, we have R

(1)
m1n1;...;m4n4 ≡ 0 for

the scaling of the initial interaction. Therefore, (H.23) reduces in fact to

Λ
∂

∂Λ
R(V )
m1n1;...;mNnN

[Λ,Λ0, ρ
0]

=

{ N∑
N1=2

V−1∑
V1=1

∑

m,n,k,l∈N
Qnm;lk(Λ)A(V1)

m1n1;...;mN1−1nN1−1;mn[Λ]R
(V−V1)
mN1

nN1
;...;mNnN ;kl[Λ]

+
((

N

N1−1

)
− 1

)
permutations

}
−

∑

m,n,k,l∈N

1

2
Qnm;lk(Λ)R

(V )
m1n1;...;mNnN ;mn;kl[Λ] ,

(H.24)

so that there is no need to discuss the H-functions. In analogy to (6.48) on page 81 we
derive the initial condition

R(1,1,1,0,0)
m1n1;...;m4n4

[Λ0,Λ0,Ω, ρ
0] = 0 , (H.25)

R(1,1,1,0,0)
m1n1;m2n2

[Λ0,Λ0,Ω, ρ
0] = −

(
Λ
∂

∂Λ

(
A(1,1,1,0,0)
m1n1;m2n2

− A(1,1,1,0,0)
00;00

)
[Λ,Λ0,Ω, ρ

0]
)

Λ=Λ0

, (H.26)

R(V,V e,B,g,ι)
m1n1;...;mNnN

[Λ0,Λ0,Ω, ρ
0]

∣∣∣
V+B>2

= −
(
Λ
∂

∂Λ
A(V,V e,B,g,ι)
m1n1;m2n2

[Λ,Λ0,Ω, ρ
0]

)
Λ=Λ0

. (H.27)

We thus obtain from Proposition 18 and the considerations in the proof of Proposition 15
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Lemma 19 The expansion coefficients R
(V,V e,B,g,ι)
m1n1;...;mNnN of the Λ0-varied effective action

describing the duality-covariant noncommutative φ4-model in two dimensions are for
2 ≤ N ≤ 2V+2 and

∑N
i=1(mi−ni) = 0 bounded by

R(1,1,1,0,0)
m1n1;...;m4n4

[Λ,Λ0,Ω, ρ
0] = 0 , (H.28)

R(1,1,1,0,0)
m1n1;m2n2

[Λ,Λ0,Ω, ρ
0] ≤

(Λ2

Λ2
0

)( 1

Ω

)
P 1

1

[m1n1;m2n2

θΛ2

]
δm1,n2δm2,n1 , (H.29)

∑
Es

∣∣R(V,V e,B,g,ι)
m1n1;...;mNnN

[Λ,Λ0,Ω, ρ
0]

∣∣
V+B>2

≤
(Λ2

Λ2
0

)( 1

θΛ2

)(V−1)+(B+2g−1)( 1

Ω

)3V−N
2
−1+B+2g−V e−ι+s

× P V−N
2
−B−2g+2

0

[m1n1; . . . ;mNnN
θΛ2

]
P 2V−N

2

[
ln

Λ0

ΛR

]
. (H.30)

We have R
(V,V e,B,g,ι)
m1n1;...;mNnN ≡ 0 for N > 2V+2 or

∑N
i=1(mi−ni) 6= 0. ¤

The estimations in Lemma 19 hold for any function Ω[Λ0], because the integration
only involved the Λ-dependence. We can now choose Ω[Λ0] in such a way that the limit
Λ0 →∞ in (H.21) exists. Such a choice is

Ω[Λ0] =
(
1 + ln

Λ0

ΛR

)−1

. (H.31)

This yields

Theorem 20 The usual φ4-model on the two-dimensional Moyal plane is (order by or-
der in the coupling constant) renormalisable in the matrix base by adjusting the coef-

ficient ρ0[Λ0] of the initial interaction to give A
(1,1,1,0,0)
00;00

[
ΛR,Λ0,Ω[Λ0], ρ

0[Λ0]
]

= 0 and
by performing the limit Λ0 → ∞ along the path of duality-covariant models charac-
terised by the frequency Ω[Λ0] = (1 + ln Λ0

ΛR
)−1. The limit A

(V,V e,B,g,ι)
m1n1;...;mNnN [ΛR,∞] :=

limΛ0→∞A
(V,V e,B,g,ι)
m1n1;...;mNnN

[
ΛR,Λ0,Ω[Λ0], ρ

0[Λ0]
]

of the expansion coefficients of the effective
action L[φ,ΛR,Λ0,Ω[Λ0], ρ

0[Λ0]], see (4.51), exists and satisfies

λ
(
2πθλ

)V−1
∣∣∣A(V,V e,B,g,ι)

m1n1;...;mNnN
[ΛR,∞]− A(V,V e,B,g,ι)

m1n1;...;mNnN

[
ΛR,Λ0, (1+ ln Λ0

ΛR
)−1, ρ0[Λ0]

]∣∣∣

≤ Λ4
R

Λ2
0

( λ

Λ2
R

)V (
1+ ln Λ0

ΛR

θΛ2
R

)B+2g−1

P
V−N

2
−B−2g+2

δN,2δV +B,2

[m1n1; . . . ;mNnN
θΛ2

R

]
P 5V−N−V e−ι

[
ln

Λ0

ΛR

]
.

(H.32)

Proof. The existence of the limit and its property (H.32) follow from inserting (H.28)–
(H.30) and (H.31) into (H.21) and Cauchy’s criterion. I also recall that

∫
dx
x3 P

q[lnx] =
1
x2P

′q[ln x]. ¤
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Note that Proposition 18 and Theorem 20 combine to

(
2πθλ

)V−1
∣∣∣A(V,V e,B,g,ι)

m1n1;...;mNnN
[ΛR,∞]

∣∣∣

≤
( λ

Λ2
R

)V−1
(

1+ ln Λ0

ΛR

θΛ2
R

)B+2g−1

P
V−N

2
−B−2g+2

δN,2δV +B,2

[m1n1; . . . ;mNnN
θΛ2

R

]
P 3V−N

2
−V e−ι

[
ln

Λ0

ΛR

]

+
Λ2
R

Λ2
0

( λ

Λ2
R

)V−1
(

1+ ln Λ0

ΛR

θΛ2
R

)B+2g−1

P
V−N

2
−B−2g+2

δN,2δV +B,2

[m1n1; . . . ;mNnN
θΛ2

R

]
P 5V−N−V e−ι

[
ln

Λ0

ΛR

]
.

(H.33)

Regarded as a function of Λ0, the rhs of (H.33) has a minimum at intermediate values of
Λ0, whereas for very large Λ0 the estimation gets worse. Similarly, one has to avoid in
Proposition 18 huge values of Λ0 in connection with Ω[Λ0] from (H.31). Of course, this is
an artifact of the estimation procedure, because we know form Theorem 20 that at very

large Λ0 the function
(
2πθλ

)V−1
A

(V,V e,B,g,ι)
m1n1;...;mNnN

[
ΛR,Λ0, (1+ ln Λ0

ΛR
)−1, ρ0[Λ0]

]
converges to(

2πθλ
)V−1

A
(V,V e,B,g,ι)
m1n1;...;mNnN [ΛR,∞], which is bounded by the optimum in (H.33) with respect

to Λ0.

To summarise, I have proven that the standard noncommutative φ4-model in two
dimensions is renormalisable to all orders. The model is actually super-renormalisable
because mixed boundary conditions are necessary for only a finite number of graphs. It
was crucial to work in the matrix base and to define the model at the initial scale Λ0

by the φ4-action (H.3) supplemented by a harmonic oscillator potential entering in (H.1).
The renormalisation is achieved by a suitable Λ0-dependence of the bare mass and the
oscillator frequency. The model constructed in this way differs from the näıve Feynman
graph approach in momentum space. In contrast to the latter, our renormalised Green’s
functions are bounded and convergent for any configuration of the external parameters
(matrix indices versus momenta).
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Index

Λ0-variation of the effective action
flow equation, 71
in 2D

flow equation, 161
power-counting behaviour, 161

initial data, 80–82
integral identity, 68
power-counting behaviour, 82–83

proof, 83–84
β-function, 21, 149–155
?-product, see Moyal plane, 4

non-locality, 23
θ-expanded field theories, 97–98
1PI, see one-particle irreducible, 52

amputation of external lines, 44
arrangement of external legs, 116
asymptotic behaviour

discontinuity at Ω = 0, 13
asymptotic freedom, 95
auxiliary functions

flow equation, 70
graphical interpretation, 72–73
initial data, 71–74
power-counting behaviour, 74–75

proof, 75–80

bare effective action, 149
bare parameters, 149
boundary component

of a Riemann surface, 45
boundary conformal field theory, 94

composite propagator, 55–56, 136–141
bounds, 58

confluent hypergeometric function, 111
constructive renormalisation, 91
cosmic microwave background, 87
counterterm, 86
covariant coordinates, 89
creation and annihilation operators, 99
cut-off, 36

sharp, 21, 149
smooth, 14

cut-off function, 51

D-branes, 94
de Broglie wave length, 1
deformation quantisation, 94
dimensional regularisation, 95
Dirac operator, 3

fluctuations, 3, 89
spectral action, 3
with germ of oscillator potential, 89

duality
between positions and momenta, 5

formulae, 27
invariant action, 27

effective action, 14
entanglement

between local and global aspects, 87
Euler characteristic, 15, 44
external field quantisation, 94

Feynman graphs
of a matrix model, 39

fibre bundle, 1
field redefinition, 97
flow equations, 6, 35

see also Polchinski equation, 14
forest formula, 34
Fourier transformation, 24
fuzzy momentum conservation, 89
fuzzy spaces, 93

gauge equivalence, 97
generating functional

of 1PI Green’s functions, 34
of connected Green’s functions, 34

genus of a Riemann surface, 15, 44
grand unified theories, 3
gravity, 1
Gross-Neveu model, 91

harmonic oscillator potential, 5, 87
Hepp sector, 30
history of contractions, 52
hole
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in a Riemann surface, 30
in graphs for auxiliary functions, 73

hypergeometric function, 103
important identity, 109–110

index
conservation of total amount, 36, 117
outgoing, incoming, 45

index summation, 46
initial conditions

number of, 16, 42
initial interaction, 50

in 2D, 157
initial scale, 16
instantons, 94
integration procedure, 52–54
interaction

electromagnetic, weak, strong, 1
interaction coefficients

convergence, 68
relevant/marginal base couplings, 19

irrelevant, 40

Jacobian, 33
jump, 53

total jump, 58

kinetic matrix, 35

Landau Hamiltonian, 25
lattice gauge theory, 91, 94
localisability, 1
locality

of a matrix model, 36
loops

inner loops, 45
single line loops, 44

M-theory, 94
marginal, 40
mass dimension, 46
matrix model, 36, 94

double scaling limit, 97
regular, anomalous, 48

matrix representation, 6
measurement uncertainty, 2

relation to noncommutativity, 2
Mehler kernel, 88

Moyal algebra, 24
Moyal plane

?-product, 23
asymptotic expansion, 23
in momentum space, 24

harmonic oscillator base, 24
derivation, 101

matrix base, see
harmonic oscillator base

derivation, 99
Weyl basis, 28

multiplier algebra, 24

Neveu-Schwarz B-field, 94
noncommutative RD, see Moyal plane, 23
noncommutative geometry, 2

Moyal plane, 4
noncommutative φ4-theory

action functional, 27
Feynman rules, 28

noncommutative torus, 26
one-loop renormalisation, 94

noncommutative Yang-Mills theory
θ-expansion, 98
action functional, 26
BRST transformations, 26
ghost sector, 26
one-loop renormalisation, 95

two-sheeted universe, 3
noncommutative space-time, 91, 98
norm of an index, 57
normalisation conditions, 55

freedom, 67
independence on Λ0, 68

normalisation experiment, 41
numerical simulations, 95

one-particle irreducible, 52
orthogonal polynomials, 7

Laguerre polynomials, 100, 110
Meixner polynomials, 7, 103
truncated Legendre polynomials, 91

parametric integral representation, 30
order of integrations, 97

partition function, 28
free theory, 33
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in matrix base, 33
of a matrix model, 36
perturbative solution, 34
with cut-off, 14

phase factors, 6
phase space, 93
physical parameters, 149
Planck length, 2, 88
plane waves, 24
point, 1
point-splitting, 93
Poisson structure, 94
Polchinski equation for matrix models, 38

derivation, 38, 113–115
dimensionless form, 47, 51
formula, 14, 38
graphical interpretation, 15, 43
regular solution, 39

power-counting analysis
in momentum space, 29, 96

incidence matrix, 29
intersection matrix, 29

power-counting degree of divergence, 35
power-counting dimension, 17
power-counting theorem

for duality-covariant φ4-model, 59–60
idea of the proof, 17
proof, 60–66

for matrix models
formulation, 48
proof, 116–135

pp-wave, 92
propagator

anisotropy, 17
bounds, 57
definition, 33
dimensionless with cut-off, 47
graphical representation, 43, 51
result in 2D, 156
result in 4D, 33

derivation, 102–105
for Ω = 0, 111

quantum field theory, 1
quantum gravity, 2
quasi-locality, 17

relevant, 40
renormalisation

as change of boundary condition, 16
of commutative φ4-theory, 6
of duality-covariant φ4-model

convergence theorem, 84–85
of noncomm. field theories, 95–97

renormalisation group equation, 150
renormalisation scale, 16
renormalised effective action, 149
reordering of perturbation series, 32, 96
rescaling of the field amplitude, 149
ribbon graphs, 5, 42–46

closure of external lines, 15
in momentum space, 29

exceptional momenta, 31, 96
non-planar graphs, 29
planar graphs, 29

notation, 116
Riemann surface, 15, 44

cycles, 30
genus, holes, 30

scale, 36
scale independence, 37
scaling dimensions, 47
Schwarzschild radius, 2
Schwinger trick, 104
segment, 45
segmentation index, 45, 129
Seiberg-Witten differential equation, 97
solitons, 95
spectral action principle, 3
spectral triple, 3

axioms, 3
interpretation as metric space, 3

spectrum, 87, 90
standard model, 2

electroweak model, 2
Higgs sector, 2
quantum chromodynamics, 2

string theory, 2, 92, 94, 97
zero-slope limit, 94

subgraph of a planar graph, 58

Taylor expansion
discrete version, 18
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Taylor expansion coefficient, 39, 47
trajectory, 45
twisted boundary conditions, 94
twisted Eguchi-Kawai model, 94
twisted product, 93

uncertainty relations, 93
unitarity, 98
universe, 87
UV/IR-mixing, 4

physical message, 5
relation to disconnected graphs, 31

vacuum energy, 37
vertex, 44

external vertex, 45
graphical representation, 51
simple, composed vertex, 45

vertex graph, 43
for complex φ4-model, 44

volume
of an elementary cell, 35
of support of cut-off propagator, 47

Ward identity, 95
wavefunction renormalisation, 21
Wick rotation, 98
Wilson loop, 95
WMAP, 87
wrong sign φ4-model, 91
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[AGBZ01] L. Alvarez-Gaumé, J. L. F. Barbón and R. Zwicky, “Remarks on time-space non-
commutative field theories,” JHEP 05 (2001) 057, hep-th/0103069.

[AII+00] H. Aoki, N. Ishibashi, S. Iso, H. Kawai, Y. Kitazawa and T. Tada, “Noncom-
mutative Yang-Mills in IIB matrix model,” Nucl. Phys. B565 (2000) 176–192,
hep-th/9908141.

[AK99] T. Asakawa and I. Kishimoto, “Comments on gauge equivalence in noncommut-
ative geometry,” JHEP 11 (1999) 024, hep-th/9909139.

[ALST04] R. Aurich, S. Lustig, F. Steiner and H. Then, “Hyperbolic universes with a horned
topology and the CMB anisotropy,” astro-ph/0403597.

[AMNS99] J. Ambjørn, Y. M. Makeenko, J. Nishimura and R. J. Szabo, “Finite N matrix
models of noncommutative gauge theory,” JHEP 11 (1999) 029, hep-th/9911041.

[ARS99] A. Yu. Alekseev, A. Recknagel and V. Schomerus, “Non-commutative world-
volume geometries: Branes on SU(2) and fuzzy spheres,” JHEP 09 (1999) 023,
hep-th/9908040.

[B+03] C. L. Bennett et al., “First year Wilkinson Microwave Anisotropy Probe (WMAP)
observations: Preliminary maps and basic results,” Astrophys. J. Suppl. 148
(2003) 1–27, astro-ph/0302207.

[Bah03] D. Bahns, “Unitary quantum field theory on the noncommutative Minkowski
space,” Fortsch. Phys. 51 (2003) 658–663, hep-th/0212266.

[Bal88] T. Balaban, “Convergent renormalization expansions for lattice gauge theories,”
Commun. Math. Phys. 119 (1988) 243–285.

[BDD+03] W. Behr, N. G. Deshpande, G. Duplančić, P. Schupp, J. Trampetić and J. Wess,
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“Moyal planes are spectral triples,” Commun. Math. Phys. 246 (2004) 569–623,
hep-th/0307241.

[GI04] V. Gayral and B. Iochum, “The spectral action for Moyal planes,”
hep-th/0402147.

[GJ87] J. Glimm and A. Jaffe, “Quantum physics. A functional integral point of view,”
Springer-Verlag, New York, 2nd ed., 1987.
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